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7.4 EXAMPLE 7.1

The sequence considered in this example is given by 520 samples generated by the
ARMA process

y(t) = 2y(t —1) — 1.68y(t —2) + 0.576y(t — 3)
+w()—14w( —1) +0.5%w(@ —2) — 0.07w(t — 3). (7.4.2)

w(t) is a Gaussian and white process with zero mean and variance, computed on the
first 500 samplesy2 = 0.0265. The variance of the output sequenoeﬁ& 0.0435,

while the variance of the equation errosi$ = 0.0902. The autoregressive parameters
a; will be now computed using Yule—Walker equations for a model with the same order
of the processy = 3. We can note that Yule—Walker equatiofi.3.6) written for

k = 4,5 and 6 give the same estimate as the IV algorit{@8.6) taking

y@ oy y(3) y(4) y(5) y(6)
7 — : : : ., H= : : :

Yy(N) y(N+1) y(N+2) YN +3) y(N+4) y(N+5)

andy® = [y(7), ..., y(N + 6)]T. For N = 500 we obtain the estimate

a1 = 0.6679(0.576)
az = —1.8883(—1.68)
az = 2.1943(2).

These estimates allow computing, by mean§8.8) the sequence of equation errors
to be modeled as a MA process. The firsttestto be performed on this sequence concerns
the order of an auxiliary AR model.


LEVEL

Module ID7.4 concerns the following levels:

STANDARD
ADVANCED (extended)

On the right the author as seen by Fabio Vettori.

CONTENTS

Module ID7.4 contains a numerical example illustrating the identification of an ARMA process.
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Figures 7.4.1 and 7.4.2 — PPCRE dngh s for AR models with order 1-10

The PPCRE test reported iRigure 7.4.1for AR models with orders between 1 and

10 suggests orders not lower than 7. This indication is confirmed by3hehiteness

test on the residuals reported iRigure 7.4.2 where it can be observed thagogs

is lower than the 99% confidence level fpf(8) (dashed line) only for models with
orders larger than 6. Selecting 7 as order of the auxiliary AR model we obtain, using
least squares, the AR model

e(t) = —1.5492¢(t — 1) — 1.7413e(t — 2) — 1.6441e(t — 3) — 1.3706e(r — 4)
—1.0126e(t — 5) — 0.6037e(t — 6) — 0.2193e(t — 7) + w(?)

whose residuals approximate the remote white sequetice The variance of the
obtained sequence is

62 =0.0283

which constitutes a good approximation of the true value (0.0265). It is now possible
to estimate the parameters of the MA part of the model; using least squares we obtain

y1= 0.0344(—0.07)
v2 = 0.6610(0.59)
y3 = —1.5228(—1.4).

The output prevision given by predict@r.2.1) is plotted in Figure 7.4.3(black line)
against observed values. The residuals are reportédgare 7.4.4
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Figure 7.4.3 — Model prevision (black line) and observed output

Residuals
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Figure 7.4.4 — Residuals of the ARMA model

The variance of the prediction error is
2 _
ol = 0.0296

Performing a whiteness test on the residuals to validate the model, we okiain=
19.0138, i.e. a value not far from the 99% confidence levef&8). We will try now

to improve the model applying the Gauss—Newton algorithm in order to obtain a PEM
estimate of the model. By using the constant vaije= 1/+/2 in (6.13.19) after 11
iterations we obtain the estimate

a1 = 0.6588(0.576) y1 = —0.0661(—-0.07)
az = —1.7702(—1.68) y2 = 0.6390(0.59)
az = 2.1113(2) y3 = —1.5690(—1.4).

The variance of the corresponding prevision error is

o2 =0.026Q
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almost equal to the value ef2. The covariance matrix6.15.4) of this estimate is

COVOZy, = 1072

- 0.270 -0.427 Q159 -0.271 Q439 -0.1697
—-0427 0902 -0477 Q337 —-0.832 Q496
0.159 -0.477 Q319 -0.068 (0395 -0.328
—-0.271 0337 -0.068 Q509 -—-0.690 Q184
0439 -0.832 0395 —-0.690 1406 -0.718

| —-0.169 Q0496 -0.328 Q184 -0.718 Q536

and the corresponding standard deviations of the parameters are

stdog = 0.052(0.0828 stdy; = 0.071(0.0039
stdaz = 0.095(0.0902 stdy2 = 0.119(0.0490
stdaz = 0.057(0.1113 stdyz = 0.073(0.1690.

The output prediction of this PEM model is reported Fgure 7.4.5 (black line)
against observed values. The residuals are plottedigure 7.4.6and the whiteness
test gives, finally;soos = 1.9102, confirming the excellent behavior of the model.
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Figure 7.4.5 — PEM model prevision (black line) and observed output
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Figure 7.4.6 — Residuals of the PEM ARMA model
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