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3.14 ORDER ESTIMATION AND MODEL VALIDATION

In previous sections it has always been assumed to know the correct value of the model
ordern, and to use this value in estimating the parameters. In the identification of
real processes the only available information concerns input—output sequences to be
interpreted by an ARX model. In such a context the estimation of a suitable model
order consists in performing on the data and/or on the model, tests allowing a compar-
ison between different orders. Validating a model consists, instead, in evaluating its
capability to describe the process that has generated the data in a way compatible with
its planned use.

These problems, even if conceptually different, exhibit many synergies and inter-
actions. Avalidation failure leads, in fact, to reconsider all identification steps, starting
from the estimation of the order of the model; moreover order selection and validation
tests are often based on common criteria.

3.14.1 PPCRE and singularity of the moments matrix

Consider an ARX process with orderan integek > 0 and the(N x 2k + 1) matrix
of input—output samples given by

H{ = [ Hi(y) Hx(w) y§ ] (3.14.1))
whereH; (y) and Hy (1) are defined by3.3.6)and(3.3.7)and
w=[yk+D...y0)]": (3.14.2)
so thaty, = y°. Under identifiability conditions and far(z) = 0 we would find

rankH; = 2k + 1 fork <n (3.14.39)
rankH;" = 2k for k = n. (3.14.3b)
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It would be then possibé to conside the sequene of secoml order momens matrices
S182 ... S-S - (3.14.4)

where
Sy = HTH} (3.14.5)

evaluatirg their singularity, the position of the first singula matrix S,,, would define
the corred¢ orde for the model The presene of e(t) in modd (3.1.]) leads to the
nonsingulariy of every matrix in sequene (3.14.4) even for k > n. Conside now the
following matrices

Hf=[H )y |=[H HO*+¢)] (3.14.6)
S. = HH = [H y°]"[H y°]= HY [H (H0*+¢°)] (3.147)
n n (H9*+€O)T
HTH HTHO* + HTe°
- Q*THTH-i-eOTH Q*THTHQ* +9*THT60 +€OTH9*+60T€O

sine E[H”e°] = 0(3.5.15) it follows that

E[Sn]=

T T *
[ E[HTH] E[HTH]6 } (3.148)

0*TE[HTH] 6*TE[HTH]6* + E[¢°T¢°]
Relatian (3.14.9 showsthat e(-) affects only the lag elemen of the main diagona of
E[S,] through the additiond term E[e°7e°] = N o2, Assurmenow to know E[S,] > 0;
using a propery of the determinanof partitioned matrices we can write
de E[S,] = (0*"E[HTH]6* + No2 — 60*"E[HTH] 6*) det E[ HTH ]
= No2detE[HTH ] (3.14.9)
) det E[ S, ]

- , 141
% = NdeE[HT H] (51410

Q

Conside now the quantity

2 det E[Sk]
o = 7 (3.14.11)
N detE[H, H]

wher Hy = [Hy(y) Hx(u)]; 02 > o2 for k < n becaus E[Sx] > O even for null
equatia errors while for k£ > n, %Zk ~ aez. A possibe criterion to evaluate n can
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thus be obtained by substitutisg andeT Hj, to their expected values {8.14.11) If
N is large enough we should observe a sequence of decreasing values followed by a
stabilization once the correct value of the order is reached. This criterion can be used
to evaluate a suitable order or, at least, an interval of admissible orders for the model
before computing its parameters.

Previous results can be used to set up a singularity criterion for moments matrices
useful in selecting models on the basis of their previsional properties even when the data
have not been generated by an ARX process. Consider, to this purpose, the quantity

dets,
=% (3.14.12)
N det[H] Hi]
it is easy to show that;, coincides with the mean square prediction etf@#) (3.3.2)
for an ARX model with ordek parameterized by, = [HkTHk ]_1HkTy,j. Assuming
a null mean value for the residuals, the standard deviation of the prevision error is given

by

detS;

= 3.14.13
= Vo= \/ N def H H] ( )

and, defining the percent one—step—ahead prediction error as 100 times the ratio be-

tween the standard deviation of the prediction error and that of the output, we obtain

the PPCRE (Predicted PerCent Reconstruction Error) criterion given, for zero—-mean

output sequences, by

detS
iy de{H! H]

PPCRE (k) = 100\/ (3.14.14)

This criterion gives the prediction error of an ordeARX model without requiring
any computation of its parameters. The application of R RE criterion consists
in computing the sequence

PPCRE(1) PPCRE(2) ... PPCRE(k) PPCRE(k+1) ... (3.14.15)

and in selecting the minimal order that, once increased, does not lead to a significantly
better performance. Of course sequef&&4.15has the same properties(@f14.11)

and itis thus reasonable to expect a stabilization widreaches the order of the process.
Previous results allow deducing a different expression for the esti{®die.5)of aez,

given by

62 = o e(t)? = N J(O) = detS,
¢ N-d ~ N-d - (N—d)det[HTH]

(3.14.16)
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Relation(3.14.16)gives the same estimate @s10.5)but does not require computing
the parameters of the model and its prevision; it can also be used in the application of
FPE, AIC and MDL criteria with the same advantage.

3.14.2 FPE (Final Prediction Error) criterion

This criterion consists in minimizing the expected value of the prediction error variance
o2 (3.10.3) Substituting estimaté? (3.10.5)in (3.10.4)we obtain, for an ordek
model, the quantity

N+d N+d &
FPE (k) = N—fd J(63)= N(N—Jr_d) Z ()2 (3.14.17)
t=n+1

that, differently fromJ(6y), tends to infinity ford — N. Applying this criterion
means computing the sequence

FPE(1) FPE(2) ... FPE(k) FPE(k+1) ... (3.14.18)

and selecting, as correct model order, the integer associated with the minimum value
of the criterion. The analysis of the properties of this criterion, under the assumption
that the data have been generated by an ARX process, shows that the probability of
overestimating the order of the model is non null.

3.14.3 AIC (Akaike Information Criterion)
The FPE criterion penalizes, for increasing values! pothe decrease aof (5). A
family of alternative criteria can be based on structures of the type

Nlog[J (O3) ]+ v (N, d) (3.14.19

wherey (N, d) penalizes high order models. ChoosingV, d) = 2d we obtain the
AIC criterion
AIC = Nlog[J(63)]+2d (3.14.20)

which is asymptotically equivalent to FPE since, for large value® pfog FPE is
given by

Iog[l+d/N

N dl _d o
mJ(GN)] = log [1+ N] log [1 N] +log[J(63)]

~ Zﬁd +log[J(63)]- (3.14.21)

Note that the AIC criterion reduces the penalization on the order of the model for high
values ofN, leading thus to select models with larger orders wNeis high.
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3.14.4 MDL (Minimum Description Length) criterion

While FPE and AIC criteria are based on statistical considerations, the MDL criterion
is based on the minimization of the information necessary to describe a model and
its prediction error. Increasing the dimension of the model, an increased information
is necessary to describe its parameters while the information required to describe its
prediction error decreases. The MDL criterion consists in the expression

MDL = log[N]d + N log[J (63)]. (3.14.22)

The only difference with AIC consists in multiplying the number of parametgrisy
log[N] instead than by 2. For usual lengths of the sequences used for identification
(some hundred samples) Idg] > 2 so that the MDL criterion leads to models with
orders lower than those selected by AIC and FPE.

3.14.5 Whiteness test on residuals

It has been shown that the prevision errors (residuals) of an ARX model with correct
order estimated from input—output sequences generated by an ARX process, constitute
asymptotically, a white process. The whiteness of residuals is usually evaluated by
computing the sample covariances

1N

RY(t) =) e et +1) (t=1,...,M). (3.14.23)

N3

If £(z) is a white process, then the quantity

v = (O)ZZ N(D))? (3.14.24)

will have, asymptotically, &?2(M) distribution The independence between residuals
can thus be verified testing whettgey i < x2 2(M), thea level of x2(M) distribution,
for a significant choice ak. Typical choices range from 0.05 to 0.005.

3.14.6 Test on the independence between residuals and previous inputs

The whiteness of residuals should lead also to the independence betweamd
the input sequence(r). This independence can be evaluated computing the sample

covariances
N

1
RY (7) = 5 ; u(t)e(t + 7). (3.14.25)
Whene(-) andu(-) are independent, the varlabLé_R ,(T) assumes a Gaussian
distribution with null expected value and varlanrgé given by

04, = Y Re(k)Ry(k) (3.14.26)

k=—00
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where

R.(k)=E[e)e(t —k) ] (3.14.279)
Ry (k) =E[u(®u( —k)]. (3.14.27b)

An efficient way of reporting the results of this test consists in plotRig(t) against
7; sinces?, does not depend on the confidence limits are represented by horizontal
lines and any deviation from non correlation assumptions can be easily appreciated.
This test can be used also to check the presence of delays in the process and/or the
choice of improper values for the delays inserted in the model.

The correlation betweet(¢) andu(z — t) can evidentiate also other inadequacies
in the description of a process by means of a model; the scattering of the points
(e(t), u(t—7)) has been, for instance, proposed as evidence of the presence of nonlinear
behaviors not described by the model. Of course every practical implementation of
this test will approximaté3.14.26)with a limited number of terms.

3.14.7 Cross validation by simulation

A very effective way of evaluating the adequacy and flexibility of identified models
consists in their use for performing complete simulations (i.e. using only the initial
samples of the observed outputs) and in comparing the obtained previsions with ob-
served output samples. This procedure, that can be applied when a single set of data
is available, gives best results when applied to sequences different from those used
to identify the model. A quadratic criterion liK8.3.2)applied to the difference be-
tween the observed output and that obtained by simulation can then be used to compare
models with different orders.

A possible variation of this criterion consists in performing, when suggested by
specific applications of the models;step—ahead simulations, that is using, at time
only the observed values of the output at times lower thank and those obtained
by simulation at times — k, ..., t — 1. Obviously a hybrid simulation of this kind
coincides with a complete simulation when- n.
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