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ST
System
Theory
ST.3 STATE SPACE CANONICAL FORMS

Consider the linear discrete–time multivariable system

x(t + 1) = A x(t) + B u(t) (ST.3.1a)

y(t) = C x(t) + D u(t) (ST.3.1b)

wherex ∈ Rn, u ∈ Rr andy ∈ Rm, assuming its complete observability, i.e.
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We will also assume, without loss of generality, that

rankC = m (ST.3.3)

i.e. that no output is a linear combination of remaining ones; this restriction has no
conceptual relevance and is introduced only to avoid unnecessarily complex notations.
Consider now the sequences of vectors
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given by the trasposed rows of the observability matrix(ST.3.2)and select them ac-
cording to the following order
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testing the linear dependence of every vector on previous ones. As soon as a dependent
vectorAT νi

cT
i , is found, it is possible to write the relation

AT νi
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νij∑
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αijk AT (k−1)
cT
j (ST.3.6)

where, because of selection order(ST.3.5),

νij = νi

νij = min (νi + 1, νj )

νij = min (νi, νj )

for i = j

for i > j

for i < j.

(ST.3.7a)
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All subsequent vectorsAT k
cT
i (k > νi) belonging to the same chain will be necessarily

dependent and their test is unnecessary. Once dependent vectors belonging to allm

chains(ST.3.4)have been found, a total of

n = ν1 + ν2 + . . . + νm (ST.3.8)

independent vectors have been selected, because of the complete observability assump-
tion. Them linear dependence relations(ST.3.6)are described by

` =
m∑

i=1

m∑
j=1

νij (ST.3.9)

scalarsαijk. Refer now model(ST.3.1)to the new state space basis given by
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Because of the structure ofT andT −1, given by

T −1 = [
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m
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it is easy to show that the model that we obtain exhibits the following structure

Ã = T −1AT = [
Aij

]
(i = 1, . . . , m; j = 1, . . . , m) (ST.3.12a)
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Ãii =
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↑ ↑ ↑
1 (ν1 + 1) (ν1 + . . . + νm−1 + 1)

B̃ = T −1B =
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D̃ = D =
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Remark ST.3.1 – The set of integersν1, . . . , νm will be called the (observability)
structureof model(ST.3.1)and will be denoted by means of the multi–index

ν = (ν1, . . . , νm). (ST.3.16)

Obviously the ordern of the system is given by

n =
m∑

i=1

νi . (ST.3.17)

Remark ST.3.2 – The procedure that has been outlined has implicitly defined a function
f associating to every quadruple(A, B, C, D) the scalars(νi, αijk, bijk, dij ). f con-
stitutes a complete set of independent invariants for the equivalence relation associated
with a change of basis in the state space. As a consequence, none of these scalars can
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be expressed as a function of remaining ones and the parameterization of(Ã, B̃, C̃, D̃)

is minimal.

Remark ST.3.3 – The procedure leads to a single model(Ã, B̃, C̃, D̃) for every quadru-
ple (A, B, C, D) belonging to the same equivalence class. Consequently it defines a
subset of canonical forms for the equivalence relation that has been considered.

Example – Consider the system described by the quadruple

A = 1

12


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
 (ST.3.18a)

C =
[

2 0 −2 1 1
2 2 1 2 3

]
D =

[
1 0
2 −1

]
. (ST.3.18b)

Vectors(ST.3.4)are given by
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Selecting these vectors according to(ST.3.5)and testing their independence on previous
ones we find that the first dependent vector is the third vector of the second chain

(AT 2
cT

2 ); this means thatν2 = 2. (AT 2
cT

2 ) is then discarded and no other vectors

of the second chain are selected; the second dependent vector is(AT 3
cT

1 ) and this
completes the determination of the system structure establishing thatν1 = 3. The
corresponding new basis of the state space is

T = 1

144




288 0 −288 144 144
120 288 168 216 336
52 240 188 132 256
288 288 144 288 432
96 264 216 240 312


 . (ST.3.20)
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The resulting canonical model is

Ã = T −1AT =




0 1 0 0 0
0 0 1 0 0

0.0794 −0.5635 1.3095 −0.0079 0.0238
0 0 0 0 1

0.0238 −0.1190 0.1429 −0.1190 0.6905


 (ST.3.21a)

B̃ = T −1B =




0 0
2 0

1.6667 0
3 1

2.1667 0.3333


 (ST.3.21b)

C̃ = CT =
[

1 0 0 0 0
0 0 0 1 0

]
D̃ = D =

[
1 0
2 −1

]
. (ST.3.21c)
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