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3.10 STATISTICAL PROPERTIES OF RESIDUALS

Consider prevision errors

ε(t) = y(t) − y(t |t − 1) = h(t)
(
θ∗ − (HTH)−1HT y◦) + e(t) (3.10.1)

whereh(t) is defined by(3.6.5). It has already been shown that

plimN→∞
[
θ∗ − (HTH)−1HT y◦]= 0; (3.10.2)

it follows thus that prevision errors of ARX models estimated by least squares (or by
means of other non biased algorithms) converge, forN → ∞, to processe(t). This
property justifies whiteness tests on residuals to validate identified models. More useful
information in validation and order selection is given by the variance of prediction
errors,ε(t), associated with the parameter estimate,θ◦ obtained fromN samples,
given by

σ 2
ε = E

[
ε2(t, θ◦

N)
]

(3.10.3)

where notationsθ◦
N and ε(t, θ◦

N) underline the dependence ofθ◦ on N and that of
ε(t) on θ◦

N . It is possible to note that the expected value in(3.10.3)is conditioned by
past values, i.e. byθ◦

N . Considering large values ofN and assuming as Gaussian the
distribution ofθ◦

N , it is possible to prove that the expected value ofσ 2
ε is given by

E
[
σ 2

ε

]= σ 2
e

(
1 + d

N

)
(3.10.4)

whered = dim θ = 2n. Relation(3.10.4)describes the dependence of the prediction
error covariance ond/N and shows the disadvantages of overparameterized models;
this property is usually referred to as theparsimony principle. It is also possible to
show that an asymptotically unbiased estimate ofσ 2

e is given by

σ̂ 2
e = 1

N − d

L∑
t=n+1

ε(t)2. (3.10.5)
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Module ID3.10 concerns the statistical properties of residuals of ARX models estimated by least squares and gives an asymptotically unbiased estimate of the equation error variance.

LEVEL

Module ID3.10 concerns the following levels:

BASIC
STANDARD
ADVANCED

On the right the author as seen by Fabio Vettori.



ARX IDENTIFICATION: 3.10 STATISTICAL PROPERTIES OF RESIDUALS ID3.10.2

SECTIONS MODULES QUESTIONS HOME PAGE

PREV. MODULE FAQ TUTOR NEXT MODULE


