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3.15 EXAMPLE 3.1
The ARX proces considerd in this exampk is describé by the model
y(t) =06y(r—1)—-034y(t—2)+0.45Au(t—1)4+0.27Bu(t—2)+e(t). (3.15.1)

Theinput sequencgeportalinFigure3.15. hasnull meanvalueard varianeos? = 1.
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Figure 3.151 —Input sequene of proces (3.15.1)

Thevariane of theoutpu sequeneis, inabseneof noise(e(r) = 0), Uyz* =1;e()isa

stationay and Gaussia proceswith null expectal valueand varianceae2 = 0.09. With

referene to the decompositia of Figure 3.1.2 the colored noise v(¢) has avariance,

computel as previous ones on the whole se of 510 samplesgiven by 02 = 0.125;

thes values can be interpretel as the presencgeon the datg of an amoun of noise of
100 = 35.4%.
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Since our dat have been generatd by simulation it will be possibé to compae the
resuls given by identificatian with the red descriptia of the process.

3.15.1 Determinatio n of the mode| order

All orde determinatio criteriadescribé in the following have been applied assuming
N = 500. Thevalues of the PPCRE (3.14.14 computel for k =1, ..., 7 are plotted


LEVEL

Module ID3.15 concerns the following levels:

BASIC
STANDARD
ADVANCED

Playing ants have been designed by Fabio Vettori.

CONTENTS

Module ID3.15 proposes a complete example concerning the identification of an ARX process. The steps described in the example are: 

Determination of the model order;
Parameter estimate
Model validation


ARX IDENTIFICATION: 3.15 EXAMPLE 3.1 ID3.15.2

in Figure 3.15.2 It is possibé to obseve a sensibé decreas in the PPCRE passing
fromk = 1to k = 2 and asubsequerstabilization This criterion leads thusto select
n = 2 asmod suitabk choice for the modd orde.
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Figures3.152 ard 3.153 —PPCRE ard FPE criteriafor N = 500
Estimatirg the variane of e(-) by mears of (3.14.1§ for k = 2 we obtain
62 =0.0896

i.e. avalue tha approximats very well the true one (0.09).
The resuls of the FPE criterion are reportel in Figure 3.15.3 The minimum of
this criterion occuss agan for k = 2; anothe locd minimum occuss for k = 4.
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Figures 3.154 ard 3.155 — Al C and MDL criteriafor N = 500

A similar behavior can be obseved on AIC (Figure 3.15.4) A clea indication is
finally given by MDL (Figure 3.15.5 which indicates k = 2 as the only modéd order
compatibé with the data.

All criteriaallow thus in this caseto dedue correctl the orde of the model in
corresponderewith thisorde we obtan also avery accurag estimae of the variance
of e(t).

3.15.2 Parameter estimate

A first estimae has been performel by mears of the leag squars algorithm (3.3.12)
for N = 50, i.e. using only one tenh of the available data The paramete values
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obtained are
a1 = —0.3197(—0.349)
a2 = 0.5073(0.6)
B1= 0.3369(0.2738
B2 = 0.4800(0.4564.
The mean square prevision er(8t3.2)of this model is
J (650 = 0.0894

and the corresponding estimate of the varianag 9f given by(3.10.5)is 52 = 0.097.

The observed outputis compared with the one—step—ahead prevision of the model (black
line) on the first 50 samples in Figure 3.15.6. The corresponding residuals are plotted
in Figure 3.15.7.
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Figure 3.15.6 — Model prevision (black line) and observed output
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Figure 3.15.7 — Residuals of the model identified from the first 50 samples

Estimating the parameters on the whole set of daita-(500) we obtain the following
values

a1 = —0.3203(—0.34)
ar = 0.6016(0.6)

p1= 0.2499(0.2739
B = 0.4576(0.4564.
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The covariance matrix3.8.5) of the estimate, computed using the estimated value
62 = 0.0896, is

0.568 —-0.592 Q080 Q082

covee. . — 10-3 —-0592 1313 -0.755 -0.050
500 0.080 —-0.755 1131 -0.395
0.082 —-0.050 —-0.395 Q486

The standard deviations asociated with the estimates of single parameters are thus given
by

stdog = 0.024(0.0197
stdap = 0.036(0.0016

stdp; = 0.034(0.0239
stdp, = 0.022(0.0012.

It can be noted that actual deviations (reported in parentheses), show very good agree-
ments with these values and with the assumption of Gaussian distribution for the
estimates. The mean square prevision error associated with this model is

J (620 = 0.0889

Figure 3.15.8 reports the one—step—ahead prevision of the model (black line) against
observed values; the residuals are plotted in Figure 3.15.9.
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Figure 3.15.8 — Model prevision (black line) and observed output
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Figure 3.15.9 — Residuals of the model identified from the whole set of data
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This model has then been used to perform a complete simulation, using the first two
observed samples of the output and the complete input sequence; the obtained values
are plotted in Figure 3.15.10 (black line) against observed ones. With reference to the
decomposition of an ARX process into deterministic and stochastic processes (Figure
3.1.2), the obtained values should approximate the output, of the deterministic

part of the process. The difference between™ and the observed output sequen¢e

is a reconstruction of the sequence of colored noi{sg comparing its plot, reported

in Figure 3.15.11, with the plot af(z) which is essentially white (Figure 3.15.9) it is
possible to appreciate the presence of some correlation between the samples.
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Figure 3.15.10 — Complete simulation (black line) and observed output
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Figure 3.15.11 — Residuals of the complete simulation

3.15.3 Model validation

A first validation has been performed testing the residual whiteness; computing the

sample covariance®?%%(r) (3.14.22forr = 0, ... , 8, we obtain the following value
for ¢s008

{5008 = 751
Adopting a confidence level of 99%, the corresponding levejofor M = 8 is

x2(8) = 20.1;

sincelsp08 < X 2(8) itis possible to establish that the computed value fits very well the
assumption of whiteness for the residuals. Performing the same test on the residuals of
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an order 1 model we would fingsogg = 54.7 > X§(8); this would lead to rejecting
the assumption of whiteness and the choice of the corresponding model.

A second validation has been performed by computing the correlaﬂ@??sr)
(3.14.24)between the residuals and the input sequence. Figures 3.15.12 and 3.15.13
show the corresponding diagrams for models with order 1 and 2 and=#d0, . . . , 8.

The horizontal lines on the plots correspond to confidency levels of 95% for a Gaussian
distribution;ogzu has been computed usifg 14.25)with k = -8, ... , 8.
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Figures 3.15.12 and 3.15.13 — Correlation between input and residuals for order 1
and 2 models

It can be observed that the valueskg?o(r) obtained for an order 1 model go well
beyond the considered confidence interval while those corresponding to an order 2
model remain always inside. This test confirms that an order 1 model is unsuitable to
describe the considered process while an order 2 model can be successfully validated.
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