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6.13 PEM ESTIMATION OF ARMAX MODELS

In the case of ARMAX models it is not possible to implement a PEM estimate, by
finding the value o which minimizes the cost functiosiy (6), in an analytic way as
has been done with ARX models. The only possibility consists in relying on iterative
algorithms like Newton—Raphson consisting in the expression

o* L = 0k — (J30%)) Iy (05, (6.13.1)

whereg* denotes the parameter vector
o = [ak .. ak gk gk oy (6.132)
obtained at théth iteration. Denoting with/(z, 0) (d x 1) the gradient ok(z, 0)

(with sign changed)
de(t, 0)

v(t,0)=— 5 (6.13.3)
it follows that
, 2 X
Ty (0) = N;s(z,e)w(t,e) (6.13.4)
9 N 32¢(t, 0)
Ty (6) = Q(JN(Q) Zw(t )yl 0)+— Zs(z,@)w. (6.13.5)
=1

At the minimum of Jy (0), (¢, 6) tends asymptotically, foN — oo, to the white
noisew(r), independent fromd?s(z, 6)/362; in the surroundings of this minimum it
is thus possible to introduce the approximation

, 2
NOESSDIRIGINAAD (6.13.6)
=1
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Module ID6.13 describes PEM identification of ARMAX models and all details concerning the implementation of the related procedures.
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leading to the iterative Gauss—Newton algorithm

N 1N
okt = ok 4 [Z v, 05 v, 9")} > et 0%yt 6%). (6.13.7)

The implementation of this algorithm requires the computation of the gradient of
e(t,0). Assuminge(z, ) = w(t), from expression(6.1.6) we obtain

r(z He,0) =q Hy@) — paHu); (6.13.8)
deriving with respect ta; we obtain

de(t, 0 .
Z_l) ( ) = " 1

o y)=-yt+i—-n-1 (6.139)
888(;’,9) = (Zl_l) Y +i—n—1). (6.13.10)

To computee(t, 0) /0, fori = 1, ..., nitis thus sufficient to filter the sequengé)
with 1/r(z~1). Similarly, by deriving (6.13.8) with respect tg8; we find that

0e(t, 0) 1 .
= — —n—1 6.13.11
3p, " u(t+i—n ) ( )
while deriving with respect tg; we find
ae(t, 0
et+i—n—10)4+rz Y S;I ) =0 (6.13.12
Vi
0 1
200 1 iti—n-10). 6.13.13)
Vi r(z7h

The whole procedure to compuggz, 6) can thus be described as follows. Compute,
as a first step, the filtered sequences

u(t), eﬁt):%s(t); (6.13.14)

P 1 Froy
Y =~ 5y, ') =

¥ (t,0) is given by

1
rz7h

v, 0)=[y't—n) ... y"¢-D u"t—n) ... u"t-1 ft—n) ... ft-1) ]T.
(6.13.15)

Denoting withL the length of the filtered sequenoc€s(t), u” (r) ands (1), expression

(6.13.15) allows implementing the Gauss-Newton algorithm in the form

X+l = 0% 4 (H] Hy) 'H] & (6.13.16)
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constructing, at every step,

yF(l) yF(n) uf@ ... ufFm e ... &fm)
Hy = : : : : : :
yF(L—n)...yF(L—l) ufF (L —n)...uf (L =1 e(L—n)...eF(L -1
(6.13.17)
and

e =[emn+1) ... )] (6.13.18)

It is often useful to implement, instead ¢6.13.18) the variation
ML = 0% 4 Ay(H[ Hy) 'H] & (6.13.19)

whereA,, that can be linked to the variation of the parameters atistepn be used to
improve convergence.

Remark 6.13.1 — It has been shown that PEM estimates of ARMAX models are ML
estimates whew (-) is Gaussian; this estimate can however be computed independently
from the distribution ofv (-) and can be considered as the standard estimate for ARMAX
processes since it minimizes the cost function associated with the use of these models
for prevision and control.

Remark 6.13.2 — It is important to remember that the polynomialg=1), p(z™1),
r(z~1), the parameters;, B;, y; and the residuals(z, 9) appearing in expressions
(6.13.8)—(6.13.16)refer to stepk and have not been denoted @g —1)*, p(z~ 1)k,
r(z=Hk, ok, ¥, v} ande(z, 6%) only to simplify the notation.

i
Remark 6.13.3 — At every step of the Gauss—Newton algorithm it is necessary to filter
the sequences(-), y(-) ande( -, 6%) with a filter with transfer function Ar (z~Hk. It

is thus important to check the stability ofz ~1)¥; if an unstable polynomial is found,

it is possible to substitute it with a stable one preserving the spectrum of the residuals
(Bauer algorithm) or restart from the values obtained at the preceding step reducing the
value of A;_1 in order to obtain, for continuity reasons, a stable updateofl)*—1.
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