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3.11 CRAMÉR–RAO LOWER BOUND

Let x = [x1, x2 . . . xN ]T be a vector whose entries are observations of a stochastic
process with probability density functionp(x; γ ) depending on an unknown vector
γ ∈ Rd . Denote then witĥγ (x) an arbitrary unbiased estimate ofγ obtained fromx.
Then

covγ̂ ≥ F−1 (3.11.1)

whereF , given by
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, (3.11.2)

is called Fischer information matrix. Note that in(3.11.2)∂ logp(x; γ )/∂γ is a(d ×1)

vector and consequently,F is a(d × d) matrix.
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