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4.8 EXAMPLE 4.1

The AR proces considerd in this exampk is describe by the model
yit) =12yt —-1) —109y(t —2)+ 0438y — 3) + e(t) (4.8.1)

wherr e(t) isastationay and Gaussia proces with null expectal value ard variance,
computel on the first 300 samplesae2 = 1; it will be usel to illustrate the application
of the identification procedurs describé in previous sections.

4.8.1 Determinatio n of the model order

The following criteria have been applied taking N = 300, the values of the PPCRE
(3.14.14) computelfork = 1, ... , 6 arereportal in Figure 4.8.1 A stabilizatio can
be obseved for k > 3 so that this criterion indicates 3 as mod suitabk orde for the
model The resuls given by the FPE criterion are reportel in Figure 4.8.2 also this
criterion indicates 3as corred orde for the model.
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Figures4.81 ard 4.82 — PPCRE ard FPE criteriafor N = 300
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Playing ants have been designed by Fabio Vettori.

CONTENTS

Module ID4.8 describes an example concerning the identification and validation of an AR process.


AR IDENTIFICATION: 4.8 EXAMPLE ID4.8.2

300 300
AlC MDL
200+ . 200+ i
100+ - 100+ 4
0+ . ok i
0 2 4 6 k 0 2 4 6 k

Figures 4.8.3 and 4.8.4 — AIC and MDL criteria fr= 300

The same indication can be deduced from AIC (Figure 4.8.3) and MDL (Figure 4.8.4)
criteria. All criteria allow thus to deduce correctly the order of the model; using
expressiori3.14.16)it is possible to compute the corresponding varianag 9fgiven,
for N = 300, by

62 =0.9970

which approximates very well the true value.
4.8.2 Parameter estimate

A first estimate has been obtained using the least squares alg@&iBrh2)for N =
300. The obtained values are

a1 = 0.3214(0.438
ap = —1.0122(—1.09)
az= 1.1209(1.2)

and the associated mean square prevision error is
J (6550 = 0.9871.

The one-step—ahead output prevision (black line) is compared in Figure 4.8.5 with
observed values; the residuals are plotted in Figure 4.8.6.
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Figure 4.8.5 — Model prevision (black line) and observed output
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Figure 4.8.6 — Residuals of the model identified from 300 samples

The process has then been identified using Levinson algorithm to obtain a family of
increasing—order models; this required computing, as first step, the following sample
quantities

Z[

Fi =

N
D vy +i).
=1

Taking N = 300 we obtain the following values

ro= 3.1280
rp= 15891
r, = —0.8808
r3 = —1.5904
ra = —0.4104
r5s = 0.8676
re = 0.8509
r7 = —0.2253
rg = —1.0257
ro = —0.7268
rio= 0.2826

The parameters obtained with Levinson algorithm (that will be denoted with double
indexes to avoid any confusion between parameters belonging to different models) are:
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@i = 05080 @} = 0.0363
of = —
af = —0.7275 é = ~0.069%7
2= 08776 o3 = 03796
«f = —1.0411
3
of = 0.3099 (0.439 of— 11132
a3 = —0.9995 (~1.09) o
o= 11031 (1.2) of = —0.0584
o= 01013
4
o = —0.0293 oS = —0.1305
o= 03422 ag — 0.4018
4
o= 11121 ag — 11153

It can be noted that Levinson algorithm leads, /ot 3, to parameters different from

least squares ones. The reason is due to the necessity of assuming a Toeplitz structure
in the moments matrix while this is not exactly true, for finite data Ienghtsl?fpr
(4.5.13) This algorithm allows also computing at every step, the estimates of the
variances of the equation errors corresponding to the orders considered; in this case
we obtain

02 = 23206 02, = 0.9868
o2 = 1.0926 o2 = 0.9855
0% = 0.9876 o2 = 0.9821

and it is possible to observe a stabilization,#o¢ 3, that gives the same information
as PPCRE and allows to evaluate the correct model order. The same information can
be deduced from partial correlation coefficienfs
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Figure 4.8.7 — Partial correlation coefficients (absolute values)

The plot of the absolute values of these quantities, reported in Figure 4.8.7, shows that
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they reach neglectable values for> 3 and this confirms the choiee = 3 for the
model order.

4.8.3 Model validation

A validation of the models that have been identified has been performed testing the
whiteness of their residuals; computiggogs for the model estimated with least
squares we obtain

while the order 3 model obtained with Levinson gives
¢ S00s = 5.39.

Since, for a confidence level of 99%, the valueygf for M = 8, is x2(8) = 20.1,

it is possible to conclude that the residuals of both models can be considered white.
The comparison of the corresponding mean square prevision errors (0.9871 for least
squares, 0.9874 for Levinson) confirms the essential equivalence of these models.
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