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Given ared n x n matrix A, theris a leag a compkx scala 1 and an associated

nonzeo vecta x sud that
Ax =i x (LA.3.1)

or equvalently

(A I — A)x =0; (LA.3.2)
A iscalled an eigawalueof A and x isthetheassociatdeigawecta. Relatian (LA.3.1)
shows apeculia propery of eigawectors Ax hasthe sanmedirectionasx. Theeigen-
values can be obtainel by solving equatia (LA.3.2) which admits nonzeb solutions
inx if andonly if (A I — A) issingula, i.e. when

det(» 7 — A)=0. (LA.33)

Equation (LA.3.3) is called the characteristi equation of A; itsn roots A1, ..., Ay,
which arg in generalcompkx, are called the spectrum of A. The left side of equation
(LA.3.3) isan-degree polynomid in A, p(}), called the characteristi polynomid of
A.

Every eigawalue); (i =1, ..., n) correspondto a leag onenonzeo eigawector
x;. It can be noted tha any nonzeo multiple of an eigawecta is an eigewvector
associated with the sane eigenwvalue to avoid any ambiguily eigewectors are often
normalized i.e. taken with unitary Euclidean norm The eigewalues of a matrix
satisi the following properties:

e If A issingula ther exists at leag one nonzep vecta x sud tha Ax = 0; thus
every singula matrix admit at leag one null eigewvalue;

e If Aisnonsingula all its eigevalues are nonzeo and the eigawalues of A~1 are
their reciprocals;

e All eigawalues of symmetrc matrices are real Symmetrc matrices have n or-
thogona eigewvectoss that when normalized constitue an orthonormé bass of
R


LEVEL

Module LA.3 concerns the following levels:

ALL LEVELS

Playing ants have been designed by Fabio Vettori


CONTENTS

Module LA.3 concerns the properties of eigenvalues, eigenvectors and singular value decomposition of a matrix.
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o trace(A) =) 7 1 Ai;

The following theorem, known as Cayley-Hamilton theorem, describes a fundamental
property of characteristic polynomials.

Theorem LA.3.1 Every square matrix annihilates its characteristic polynomial, i.e.
p(A) =0.

Definition LA.3.1 The minimal polynomial ofA, m()) is defined as the monic poly-
nomial with minimal degree annihilated by; i.e. such thain(A) = 0.

It is possible to show that the minimal polynomial of a matrix is unique and that it
is a divisor of every polynomiag (1) annihilated byA. All zeros ofm()) are thus
eigenvalues oA and it can be shown also that all distinct eigenvalueg afe zeros

of m(1). Let us denote the characteristic polynomialoés

PR =AM+ o a1 Foa; (LA .3.9)

an efficient procedure to compuggir) and, at the same time, the inverse of the poly-
nomial matrix(A I — A)

1 adjAl—A)  BoA" 14+ BiA"?4 ...+ By2A+ By1

(11— 4) T deta I —A) p(L)

(LA.3.5)
is given by the following Soriau—Leverrier algorithm.

Algorithm LA.3.1 — The coefficients;, (i = 1,...,n) of p(1) and the matrices;,
(i=0,...,n—1)in (LA.3.5) can be obtained by means of the following recursion:

Bo=1 oy = —1rA

Bi=ABg+ a1l ap = —tr(A B1)/2

Bi=ABi_1+a;l ajir1 = —tr(AB;))/(i +1) (LA.3.6)
By1=AB, 2+ay,1l1 ap = —tr(A B,—1)/n

O=AB,1+a,l

Last relation is useful to check the numerical accuracy of the whole procedure.

The minimal polynomial of a matrix can be computed on the basis of the following
theorem.
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Theorem LA.3.2 — The minimal polynomial o#A is given by

dettA I — A
m‘“%

whereb()) is the greatest monic common divisor of the minors of onder 1 of
(A1 — A),i.e. oftheentriesofadj I — A).

The theorem which follows introduces the Singular Value Decomposition (S.V.D.),
one of the most important matrix decompositions in linear algebra.

Theorem LA.3.3 (S.V.D.) —Any (m x n) real matrixA can be decomposed as
A=Uz Vv’ (LA.3.7)

whereU andV are (n x m) and @ x n) orthogonal matrices ant = diag(o1, o2,
..., 0p)Isan (n x n) diagonal matrix withp = min(m, n) andoy > 02 > ...0, > 0.

The diagonal elements are calledsingular valuesof A and expressio(LA.3.7) is
called the singular value decompositionAf

Remark LA.3.1 —If A has rank- > 0, thenA has exactly- strictly positive singular
values, so that, > 0 ando,1 = ... = 0, = 0. If A has full rank, all its singular
values are nonzero. Morover the singular valuesAodre the square roots of the
eigenvalues oA” A whenm > n and of AAT whenm < n. If A is symmetric, its
singular values are the absolute values of its eigenvalues.

The singular value decomposition of a matrix allows an easy computation of its pseu-
doinverse as stated by the following Lemma.

Lemma LA.3.1 — Let A be arealn x n matrix with rankr. Then its pseudoinverse is
given by

At =vztu’ (LA.3.8)
where
»-1 Oy 5 (1m—
»t = ’ rxmen ] (LA .3.9)
O(n—r)xr O(n—r)x(m—r)
1/01
DI . (LA .3.10)

1/0,

Of course whem = n = p(A), At = A~1
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