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ARMA
= |dentification

7.6 EXAMPLE 7.2

We will deduce the optimal two—step—ahead predictor for ARMA procgsg.1)
whose polynomial form is

gz H=1-271+168;"2-05767"3
r(zh=1-14714059:72-0.07773.
Algorithm (7.5.13)is initialized defining the coefficients af (z) andb1(z), given by
a% = 1
b(])': y3+az3= 0.6
b=y +ay=—1.09
b% =y1+ar1 = 0.506

the optimal one—step—ahead predictor is thus

Yt + 1) =biHy@) + (L—r™h) y@ + 11
=0.6y()—1.09y(r — 1)+ 0.506y(r — 2)
+ 14yt —1) —059y(t — 1)t —2) + 0.07y(t — 2|t — 3)

and fork = 2 we obtain

2 1
aozaoz 1
2 _ 41

6
b3 = bt +azal = 0.11
b? = b3 + aza? = —0.502
b3 = bi+a1a? = 0.3456


LEVEL

Module ID7.6 concerns the following levels:

STANDARD
ADVANCED (extended)

On the right the author as seen by Fabio Vettori.

CONTENTS

Module ID7.6 shows the design of an optimal 2-step-ahead predictor for the ARMA process considered in Example 7.1.


ARMA IDENTIFICATION: 7.6 EXAMPLE ID7.6.2

Note that in last relation it has been bétz 0 since this parameter is not defined by
previous relations. The optimal two—step—ahead predictor is thus given by

Yt +2[t) = bz Hy@) + (L—r@@™h) y(t + 2/
=0.11y(¢r) — 0.502y(t — 1) + 0.3456y(t — 2)
+214y(t+ 1t —1) —059y(¢t|r —2) + 0.07y(r — 1|z — 3).
The two-step—ahead prediction given by this predictor is reporteHigure 7.6.1

(black line) where it is compared with the observed output. The residuals are reported
in Figure 7.6.2
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Figure 7.6.1 — Optimal two—step—ahead prevision (black line) and observed output
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Figure 7.6.2 — Residuals of the two—step—ahead prevision

The variance of the prediction error is
0?2 = 0.0341,

not far from the value given by relatio(V.5.11) equal to 0.0361.
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