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6.3 INSTRUMENTAL VARIABLE METHODS

Consider the application of the least squares estimate(3.3.12) to input–output se-
quences generated by an ARMAX process; denoting withe◦ the vector of equation
errors (3.5.3), the asymptotic behavior of the estimate is still described by relation
(3.5.5). Since the equation error of ARMAX models is not white, we have that

plimN→∞
[
HTe◦ ]

6= 0 (6.3.1)

and, consequently, the LS estimate is biased. The bias can be approximated, for high
values ofN , by

b ' (
HTH

)−1
HTe◦. (6.3.2)

Denote now withZ a matrix having the dimensions ofH , i.e. (N × 2n), and with
entries given by variables uncorrelated with equation errorse(t); then
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ZT

]
E

[
e◦ ]= 0. (6.3.3)

Substitutinge◦ with the expression that can be deduced from(3.5.2),

e◦ = y◦ − Hθ∗ (6.3.4)

we obtain
E

[
ZT y◦ − ZTHθ∗ ]= 0 (6.3.5)

and, assumingZTH (2n × 2n) as invertible, it is possible to deduce the unbiased
estimate ofθ∗ given by

θ◦ = (
ZTH

)−1
ZT y◦. (6.3.6)

Algorithm (6.3.6) can be considered as a generalization of least squares and is called
Instrumental Variable method (IV); it was introduced by Reiersøl in 1941. It can be
noted that expression(6.3.6)does not give any indication on the choice of the entries of
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Z (instruments); the only conditions to be satisfied are(6.3.3) and the nonsingularity
of ZTH . A possible choice consists in taking a matrix of instruments given by

Z = [
Hn(η) Hn(u)

]
(6.3.7)

whereη(t) is generated by means of the difference equation

η(t) = anηη(t − 1) + . . . + a1η(t − nη) + bnηu(t − 1) + . . . + b1u(t − nη) (6.3.8)

i.e. constitutes the output of a filter driven by the same input as the process to be
identified. A very effective choice would benη = n, ai = αi , bi = βi . Since true
parametersαi andβi are not known, they can be initially substituted by a preliminary
estimate (e.g. least squares) in order to get, using(6.3.6) a first IV estimate that can
be used to obtain a second sequence of instruments leading to a second IV estimate
and so on. The procedure can be repeated until convergence, usually reached in few
iterations.

A second simple but less effective alternative consists in using as instruments past
inputs, through relation

η(t) = u(t − n). (6.3.9)

With this choice matrixZ is given by

Z =



u(1 − n) . . . u(0) u(1) . . . u(n)
...

...
...

...

u(L − 2n) . . . u(L − n − 1) u(L − n) . . . u(L − 1)


 . (6.3.10)
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