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3.11 CRAMER-RAO LOWER BOUND

Let x = [x1, x2...xy5]7 be a vector whose entries are observations of a stochastic
process with probability density functiom(x; ) depending on an unknown vector

y € R¢. Denote then withp (x) an arbitrary unbiased estimatejobbtained fromx.

Then

covy > F 1 (3.111)

whereF, given by

_ T 2 :
o E|:alogp(x, ) (alogp(x, y)) } _ e [M] . (3112
dy dy ay?

is called Fischer information matrix. Note that{h11.2)dlog p(x; y)/dy isa(d x 1)
vector and consequently, is a(d x d) matrix.
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Module ID3.11 concerns the following levels:
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Playing ants have been designed by Fabio Vettori.

CONTENTS

Module ID3.11 recalls the expression of the CRAMER-RAO lower bound for the covariance matrix of every unbiased estimate of the parameters of a stochastic process.


