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Stochastic
Processes |

SP.3 CONVERGENCE, CONSISTENCY AND HYPOTHESIS TESTING

Definition SP.3.1 — The sequence of random variableg is said to convergavith
probability oneor almost surelyto x if and only if for everye > 0

lim Pr(lxN —x| <€ VN > k)= 1. (SP3.1)

k— o0

Definition SP.3.2 (Convergence in probability) — The sequence of random variables
xy is said to converga probability to x if and only if for everye > 0

Pr(|xN —x| > e)= 0. (SP3.2)

Convergence with probability one (almost sure) implies the covergence in probability
but notvice—versa

Definition SP.3.3 (Efficient estimates)—An estimaité is said to be apfficientestimate
of a parametef ™ if
E[©° —0"?]<E[© —6%7?] (SP3.3)

for any other estimate’.

Definition SP.3.4 (Consistent estimates) — Denote witf) the estimate, based av
samples, of a parameter 65, is said to be @onsistenestimate ob* if

Jim E[©F - 6")?%]=0. (SP3.4)

Consistency (in probability) of an estimatg is defined as the convergence in proba-
bility of 63, to 6%, i.e.

lim Pr(]6y —6*| > ¢)=0 foranye > 0. (SP3.5)
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Module SP.3 concerns the following levels:

ADVANCED (SHORT AND EXTENDED)

Playing ants have been designed by Fabio Vettori



CONTENTS

Module SP.3 treats the convergence of stochastic processes and the problem of hypothesis testing.
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A notation frequently used to denote consistency is
plimy_, .0y = 6™ (SP.3.6)

where “plim” indicates thgrobability limit. It can be shown that for any continuos
function £ (6%)

plim f(0x) = f(plimoy). (SR.3.7)

Definition SP.3.5 (Unbiased and asymptotically umbiased estimates) — An estimate
6y of 6 based onV samples is said to benbiasedf E[6y] = 6*. The estimate is
defined assymptotically unbiaseid

lim E[63]= 06" (SP3.8)

N—00

Definition SP.3.6 (Normal Probability Distribution) — Thaormalor Gaussian distri-
butionof a random vectox = [x1, ..., x,]7 with meanx and covariance matrix,,
has the following structure

(SP3.9)

p(x) = —(X_X)Tz;l(x_f)].

1
S0y detzy) exp[ 2

Remark SP.3.1 — Thenormal or Gaussian distributiorof a random variable with
meanx and variance ? is

1 _
P(x) = —— g (D20 (SP3.10)
V2w o?
Definition SP.3.7 (Chi—square distribuited random variables) — Consider-atimen-
sional Gaussian random vectoe= [uq, ..., u,]’ characterized by
E[u]=0, E[uu”]=1; (SP3.11)

the scalar random variabdegiven by the quadratic form
q = ulu (SP3.12

is the sum of the squares afindependent zero—mean, unitary—variance Gaussian
random variables, and its probability distribution is caléii-squarewith n degrees
of freedom and denoted a2 (n).

Remark SP.3.2 — The mean and the varianceq#re given by

Elg]=n (SP3.13)
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qz = 2n. (SP3.14)

o

Remark SP.3.3 — If x is ann—dimensional random Gaussian vector with m&amd
covariance matrix:,, then the scalar random variable

g=(x—%)" 2 (x—%) (SP3.15)

has ay2(n) distribution.

The probability density function previously defined are useful in the problem of hy-
pothesis testing.

Hypothesis Testing — Hypothesis testing consists in comparing alternative statements
called thenull, Hp, and the alternativef{;, hypotheses. For example

Hop:0 =06*
Hy: 0 # 0%

whereé is a certain parameter whose value is equal (not equal) to a certaintvalue
underHg (H1).

Definition SP.3.8 (Type | and type Il errons— A type | errore; is defined as
e; = Pr( Hy| Ho )= Pr(acceptH; | Hotrue) (SP3.16)
while a type Il errore;; is defined as

err = Pr( Ho| Hy)= Pr(acceptHo | Hy true). (SP3.17)

Definition SP.3.9 (Power between hypotheséf and H1) — The power between hy-
potheseddp and H1 is
m=Pr(Hi|Hi)=1-¢jy (SP3.18)

which is the test’s capability of discernirgy when it is true.

A useful tool for minimizing the probability of type Il error (i.e. maximizing the power
of the test) can be derived from the following definition.

Definition SP.3.10 (a—percentile of a distribution) — It is a random variable with
distribution function Px), the solutionx, of the equation

Pr(x < Xy )= a, «a€]0,1] (SP.3.19

is called thex—percentile of the distribution(®)
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The interval [Qx, ] associated with a probability levelis called the 108% confidence
interval and the lower and upper bounds are ¢tbafidence limits

Theoe—percentiles((f(n) of a x %(n)—distribuited random variable satisfy the following
relation
Pr(x%m) < x2(n))=« (SP3.20)

and are reported in the following table.

X.%os X.%l X.%zs X.%s X.%s X.%75 X.%g X.%95
0.00] 0.00| 0.001] 0.004| 3.84| 5.02| 6.63| 7.88
0.01] 0.020, 0.051] 0.103 5.99| 7.83| 9.21| 10.6
0.072| 0.115| 0.216| 0.352| 7.81| 9.35| 11.3| 12.8
0.207| 0.297| 0.484| 0.711] 9.49| 11.1| 13.3| 14.9
0.412| 0.554 0.831 1.15| 11.1] 12.8| 15.1| 16.7
0.676| 0.872] 1.24| 1.64| 12.6| 14.4| 16.8| 18.5
0.989 1.24| 1.69 2.17|14.1] 16.0| 18.5| 20.3
1.34] 1.65| 2.18| 2.73| 15.5| 17.5| 20.1] 22.0
1.73] 2.09] 2.70 3.33| 16.9| 19.0| 21.7| 23.6
10| 2.16| 2.56| 3.25| 3.94| 18.3] 20.5| 23.2| 25.2
20| 7.43| 8.26] 9.58| 10.9 31.4| 34.2| 37.6| 40.0
30| 13.8/ 15.0 16.8] 18.5| 43.8| 47.0| 50.9| 53.7
40| 20.7| 22.1) 24.4) 26.5| 55.8| 59.3| 63.7| 66.8
50| 28.0| 29.7| 32.3| 34.8| 67.5| 71.4| 76.2| 79.5

©CO~NOOUTAWNR|D

Table SP.3.—percentiles2(n) of the x2~distribution

Example SP.3.1 (Whiteness test on residuals) — The whiteness test of residuals (pre-
diction errorsk (¢) is evaluated by computing the nonnegative quagkity, (3.14.24)

. Under the hypothesi#lp thate(z) is a white process;y » has, asymptotically, a
x2(M) distribution so thatHy is accepted if

Enom < XG(M)
where the 108% confidence interval [§2(M)] is determined in order that
Pr(¢vm < x2(M)| Ho)= «. (SP3.21)

For example the 99% confidence interval (ne= 0.99) whenM = 8, is [0 2Q1] (see
table (SP.3.1)). 1 — « is calledsignificance levebf the test.
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