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=2 |dentification

9.6 EXAMPLE 9.1

The input—output sequences considered in this example are 520 samples generated by
the the ARARX process

y(t)=08y(r—1) —032y(t —2) +u(t — 1) + 0.8u(t — 2) + e(t)9.6.1a)
e(t) =02e(t —1) —05e(t — 2) + w(t). (9.6.1b)

w(t) is a white and Gaussian process with null expected value and sample variance
(on 500 samplesarj = 1.0495; the sample variance of the colored naise =
w(t)/(a(z)d(z))is Uvz = 2.4266 while the sample variance pft)* is Uyz* = 11.1341.
Previous figures can be interpreted as the presence of an amount of noise given by

Oy

100 = 46.7%.

O‘y*

Estimating an ARX model with order 4 by means of least squares we obtain, for
N = 500, the following parameters fg(z~1)* and p(z~1)*

ot = —0.1617(~0.16) Bt = 0.4402(0.4)
of = 0.4583(0.464) Bs = 0.4109(0.34)
o = —0.9810(—0.99) Bt = 0.6519(0.6)
of = 0.9743(1) Bi = 0.9646(1).

The variance of the residuals of this modebi$ = 1.0433, near to the true value;
performing a whiteness test we obtayng s = 4.3596 and this value allows to consider

the residuals as white. Performing an IV estimate using instruments generated with
this model we obtain the following parametessandg;

a1 = —0.3274(—-0.32) B1= 0.7465(0.8)
a = 0.8222(0.8) B2 = 1.0136(1).


LEVEL

Module ID9.6 concerns the following levels:

STANDARD
ADVANCED (extended)

On the right the author as seen by Fabio Vettori.

CONTENTS

Module ID9.6 contains a numerical example describing the identification of an ARARX process.
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It is now possible to compute the sequence of equation eel@ys (9.3.2) whose
variance, given by? = 1.4681, approximates well the true valag = 1.4578.
Estimating now, with least squares, the AR mod®él3.3) we obtain the following
parameters

81 = —0.5258(-0.5)

8, = 0.1662(0.2).

The variance of the residual®.3.4) of the whole ARARX model i37€2 = 1.0475,
near tOGl%; the whiteness test giveésogs = 4.6977 so that it is possible to conclude
that the model interprets correctly the data.

This set of parameters has been used as initial estimate for the Gauss—Newton
algorithm; (9.5.8) leads, after only three iterations, to the PEM estimate

a1 = —0.3275(-0.32) p1= 0.8222(0.8) 81 = —0.5196(—-0.5)
az = 0.8088(0.8) B2 = 0.9801(1) 82 = 0.1742(0.2).

The mean square prevision error of this model/i{®) = 1.0441. The covariance
matrix of the estimatg6.15.4) is

r 0161 -0.223 Q0202 Q118 Q010 Q1827
—-0.223 0360 -0.444 -0.154 -0.040 -0.283
0.202 -0.444 1193 -0.216 Q092 Q330
0.118 -0.154 -0.216 Q499 Q008 Q125]°
0.010 -0.040 Q092 Q008 Q161 Q011

. 0182 -0.283 Q330 0125 Q011 @370l

COVOZy = 1072

the corresponding standard deviations of the parameter estimates are

stda1 = 0.040(0.0075
stdap = 0.060(0.0088
stdp1 = 0.109(0.0222
stdg, = 0.071(0.0199
stds; = 0.040(0.0196
stds, = 0.061(0.0258

and it can be noted that actual deviations are lower than expected ones. The whiteness
test on the residuals givesogs = 4.8352; the residuals must thus be considered as
white. A further validation can be performed computing the correlation between the
residuals and the input sequengg®(r) (3.14.25) reported in Figure 9.6.1 for

T = 0,...,8. The horizontal lines denote confidence limits of 95% for a Gaussian
distribution; the value cxfrfu has been computed usir§.14.26)withk = -8, ..., 8.
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The one—step—ahead prevision obtained with the PEM model that has been estimated
is reported inFigure 9.6.2(black line) where it is compared with the observed output
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Figure 9.6.1 — Correlation between residuals and input

sequence. The corresponding residuals are report&iyuare 9.6.3

Residuas
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Figure 9.6.2 — Model prevision (black line) and observed output
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Figure 9.6.3 — Residuals of the ARARX PEM model
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