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SP
Stochastic
Processes

SP.1 RANDOM VARIABLES

Consider an eventω, possible outcome of a random experiment. Theprobability of
this event, denoted as Pr(ω), may be intuitively considered to coincide with the limit,
when the number of trials tends to infinity, of the ratio between the number of times
thatω occurred and the number of experiments. If all possible outcomes are denoted
by ωi, i = 1 . . . , N , then

0 ≤ Pr(ωi) ≤ 1,

N∑
i=1

Pr(ωi) = 1. (SP.1.1)

Definition SP.1.1 (Independent events) – The eventsA, B, C, are defined as mutually
independent if

Pr(ABC) = Pr(A) Pr(B) Pr(C) (SP.1.2)

whereABC denotes the joint occurrence ofA, B andC.

The definition ofconditional probabilitycan be used to describe the probability of
occurrence of non independent events. The probability of occurrence of eventA after
eventB is denoted by Pr(A|B) and is given by

Pr(A|B) = Pr(AB)

Pr(B)
. (SP.1.3)

Of course, ifA andB are independent Pr(A|B) = Pr(A).

A scalar random variableor stochastic variablex = x(ω) is a real–valued function
whose value depends on the outcomeω of a random experiment. The value taken by
a random variable is called its realization.

More generally avector–valued random variableor vector–valued stochastic variable
x = x(ω) = [x1, . . . , xn]T is a vector of random variables. Random vectors can be
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characterized by theirprobability density function(PDF) orprobability distribution
functiondefined as follows.

Definition SP.1.2 (Probability Density Function) – Theprobability density function
px(·) of a continuos vector–valued random variablex = [x1, . . . , xn]T at x = ξ =
[ξ1, . . . , ξn]T is

px(ξ) dξ = Pr
(∩n

i=1(ξi ≤ xi ≤ ξi + dξi)
)

(SP.1.4)

where the intersection symbol denotes joint events.

A common notation for px(x) is p(x).

Definition SP.1.3 (Probability Distribution Function) – Theprobability distribution
function Px(·) of a continuos vector–valued random variablex = [x1, . . . , xn]T at
x = ξ = [ξ1, . . . , ξn]T is

Px(ξ) = Pr(x ≤ ξ) =
∫ ξ1

−∞

∫ ξ2

−∞
. . .

∫ ξn

−∞
p(x) dx. (SP.1.5)

The relationship between density and distribution functions is, on the basis of (SP.1.3),

p(x) = ∂nP(x)

∂x1∂x2 . . . ∂xn

(SP.1.6)

where P(x) denotes Px(x).

Definition SP.1.4 (Expectation of a random vector) – Theexpectationor mean of the
random vectorx is defined as

E [x] = x̄ =
∫

Rn

x p(x) dx (SP.1.7)

where
∫
Rn x p(x) dx = ∫ ∞

−∞ . . .
∫ ∞
−∞ x p(x) dx denotes the integration between−∞

and+∞ of n real variables.

The expectation of a random vector can be considered as the limit, in a probabilistic
sense, of the average of the observations when their number tends to infinity. The
expectation of a functiong(x) of the random variablex can be obtained from the PDF
of x

E [g(x)] =
∫

Rn

g(x) p(x) dx. (SP.1.8)

Definition SP.1.5 (Covariance matrix of a random vector) – Thecovariance matrixof
a random vectorx is defined as

6x = E
[
(x − x̄)(x − x̄)T

]=
∫

Rn

(
x − x̄

)(
x − x̄

)T p(x) dx. (SP.1.9)
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Thecovariancematrix is always non negativedefinite.

Remark SP.1.1 – In the case of scalar variables, Definition (SP.1.5) leads to the non
negativenumber σ 2

x = ∫ +∞
−∞ (x − x̄)2 p(x) dx called varianceof x.

Thesimultaneousconsideration of morerandom vectorsisoften necessary. In thecase
of two random vectorsx ∈ Rn and y ∈ Rm, theprobability of the joint occurrenceof
values in given ranges is described by the joint probability distribution function

Pxy(ξ, η) = Pr
(
x ≤ ξ, y ≤ η

)
(SP.1.10)

with ξ ∈ Rn and η ∈ Rm. Thecorresponding joint probability density function is

p(xy) = ∂P(x, y)

∂x1∂x2 . . . ∂xn∂y1∂y2 . . . ∂ym

(SP.1.11)

whereP(x, y) denotes Pxy(x, y).

Definitio n SP.1.6 (Statistically independent random vectors) – Two random vectorsx

and y aredefined statistically independent if

P(x, y) = P(x) P(y), (SP.1.12a)

p(x, y) = p(x) p(y). (SP.1.12b)

As aconsequenceof Definition (SP.1.6), if x and y are independent, then

E
[
x yT

]= E
[
x

]
E

[
yT

]
. (SP.1.13)

Two random vectors aresaid to beuncorrelated if

E
[
x yT

]= E
[
x

]
E

[
yT

]
(SP.1.14)

sothat twoindependent randomvector areuncorrelatedbut theinverseisnot necessarily
true. A measureof thecorrelation between two random vectorsisgiven by their cross–
covariancematrix defined as follows.

Definitio n SP.1.7 (Cross–covariance matrix of two random vectors) – The cross–
covariancematrix 6xy of the random vectorsx ∈ Rn and y ∈ Rm is defined as

6xy = E
[
(x − x̄)(y − ȳ)T

]= (SP.1.15)∫
Rn

∫
Rm

(
x − x̄

)(
y − ȳ

)T p(x, y) dx dy = E
[
x yT

]−E
[
x̄

]
E

[
ȳT

]
.
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Remark SP.1.2 – In thecaseof scalar variablesx and y, Definition (SP.1.7) leads to a
scalar σxy called covarianceof x and y.

Remark SP.1.3 – 6x and 6xy have the following structures:

6x =




σ 2
x1

σx1x2 . . . σx1xn

σx2x1 σ 2
x2

. . . σx2xn

...
...

. . .
...

σxnx1 σxnx2 . . .  σ 2
xn




, 6xy =




σx1y1 σx1y2 . . . σx1ym

σx2y1 σx2y2 . . . σx2ym

...
...

. . .
...

σxny1 σxny2 . . . σxnym




.

Remark SP.1.4 – If x and y are independed or uncorrelated random vectors then
6xy = 0 (σxy = 0 in thescalar case).

Definitio n SP.1.8 (Correlation coefficient of two random variables) – The correlation
coefficient ρ of thescalar random variablesx and y is the real number

ρxy = σxy√
σ 2

x σ 2
y

. (SP.1.16)

If x and y areuncorrelated, ρxy = 0.

Definitio n SP.1.9 (Correlation matrix of a random vector) – The correlation matrix
ρ(x) of a random vector x = [x1, . . . , xn]T is defined as

ρ(x) =




c11 c12 . . . c1n

c21 c22 . . . c2n

...
...

. . .
...

cn1 cn2 . . . cnn




where cij = σxixj√
σ 2

xi
σ 2

xj

. (SP.1.17)

Remark SP.1.5 – It can benoted that

• ρ(x) is asymmetric matrix;
• cii = 1, ∀i;
• cij ≤ 1 for i 6= j and cij = 0 if xi and xj areuncorrelated;
• ρ(x) is non negativedefinite.

When a set of N observed vectors xi is available, it is possible to define the sample
mean

µx = 1

N

N∑
i=1

xi (SP.1.18)



VirtUE R. Guidorzi: DYNAMIC SYSTEM IDENTIFICATION SP.1.5

and thesample (co)variance

Sx = 1

N

N∑
i=1

(
xi − µx

)(
xi − µx

)T
. (SP.1.19)
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