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LA.2 PROPERTIES OF LINEAR TRANSFORMATIONS

Consider the linear mapA : Rm → Rn described, with reference to specific bases in
Rm andRn, by then × m matrixA. The following notations refer both to maps and
associated matrices:

• im A := {y : y = Ax, x ∈ Rm} denotes theimageor rangeof A. The dimension
of im A, i.e. therankof A is indicated withρ(A).

• kerA := {x : Ax = 0, x ∈ Rm} denotes thekernelor null spaceof A. The
dimension of kerA, i.e. thenullity of A, is indicated withν(A).

The following lemmas describe some geometric properties of linear transformations.

Lemma LA.2.1 – imA and kerA are subspaces ofRn andRm.

Lemma LA.2.2 – The orthogonal complements of imA and kerA satisfy the following
relations:

(
im A

)⊥ = kerAT (LA .2.1)
(
kerA

)⊥ = im AT . (LA .2.2)

Lemma LA.2.3 – ρ(A) + ν(A) = m.

From properties(LA.2.1) and(LA.2.2) it follows that the Euclidean spacesRm and
Rn can be decomposed into the following direct sums:

Rm = im AT ⊕ kerA (LA .2.3)

Rn = im A ⊕ kerAT . (LA .2.4)

From (LA.2.2) and Lemma(LA.2.3), ρ(AT ) + ν(A) = m, so thatρ(A) = ρ(AT );
thus if A is not square,ν(A) 6= ν(AT ). A basic property of linear maps can now be
stated:
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Theorem LA.2.1 – The restriction of the linear transformationA : Rm → Rn to
im AT → im A is one to one.

Remark LA.2.1 – Theorem LA.2.1 allows an interesting geometric interpretation of
some properties of linear maps: any vectorx ∈ Rm can be univocally expressed as
x = x1 + x2 with x1 ∈ im AT andx2 ∈ kerA, so thatAx = A(x1 + x2) = Ax1. As
a consequence, the linear transformation decribed byA can be decomposed into the
orthogonal projection on imAT and into the one to one mapAr : im AT → im A

defined asArx = Ax for all x ∈ im AT .

Consider now the system of equations

Ax = y (LA .2.5)

wherex ∈ Rm andy ∈ Rn. Previous considerations establish that this system admits
solutions only wheny ∈ im A and that this solution is unique if and only if kerA = {0}.
The concept of invertibility of linear maps can be extended introducing the pseudoin-
verse of a linear transformation as follows.

Definition LA.2.1 – The pseudoinverseA+ of A is a linear transformationA+ : Rn →
Rm that performs the orthogonal projection on imA and the one to one transformation
A−1

r : im A → im AT .

From Definition LA.2.1 it follows that

x ∈ im AT ⇒ A+Ax = x (LA .2.6)

x ∈ kerAT ⇒ A+x = 0 (LA .2.7)

kerA+ = kerAT (LA .2.8)

im A+ = im AT . (LA .2.9)

It can be noted that the pseudoinverse of a matrix is unique and that(A+)+ = A.
Moreover whenA is one to one,A is square andA+ = A−1.

The pseudoinverse of a matrix finds useful applications in solving the system of linear
equations(LA.2.5) or in approximating its solution. Because of the properties of
orthogonal projections it can be shown that when system(LA.2.5) admits infinite
solutions, i.e. when kerA 6= {0}, A+y is the solution with minimal Euclidean norm.
When, on the contrary, no solution exists, i.e.y /∈ im A, x̂ = A+y is the pseudosolution
with minimal Euclidean norm minimizing the Euclidean norm of the errory − Ax̂. It
is also worth observing that wheny ∈ im A, the set of all solutions of system(LA.2.5)
is the linear variety

X = {A+y} + kerA. (LA .2.10)
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Other properties of the pseudoinverse are the following:

• If ρ(A) = m, A+ = (AT A)−1AT (LA.2.11)

• If ρ(A) = n, A+ = AT (AAT )−1 (LA.2.12)

• A+A is the orthogonal projector ofRm onto imAT (LA.2.13)

• I − A+A is the orthogonal projector ofRm onto kerA (LA.2.14)

• AA+ is the orthogonal projector ofRn onto imA (LA.2.15)

• I − AA+ is the orthogonal projector ofRn onto kerAT . (LA.2.16)
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