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ST.1 POLYNOMIAL INPUT-OUTPUT MODELS

State space models constitute the most complete description of the internal and exter-
nal behavior of dynamical systems. These models are also very useful in partitioning
systems with reference to their reachability and observability properties (Kalman de-
composition) to extract, when useful, the relevant part(s).

In other applications like realization of input—output sequences and identification,
it is preferable to rely on models that constitute direct links between the input and the
output i.e. between the measurable attributes of the system. A class of descriptions of
this kind is given by polynomial input—output models that can be deduced from generic
(non canonical) MIMO state space models as follows.

Consider the generic discrete—time state space model

x(t+1) =Ax(t)+ Bu(t) (ST.1.19)
y(t)=Cx(t)+ Du(t) (ST.1.1b)

and denote with
m) =2 +a 4 faita (ST.12)

the minimal polynomial ofA. Applying n times the unitary advance operatpto
equation(ST.1.1b)we obtain the following relations

y(t)=Cx(t)+ Du(r)
2y(t) = CAx(t) + CBu(t) + Dzu(t)
22y(t) = CA%x(t) + CABu(t) + CBzu(t) + D 22 u(t)
(ST.1.3)
y@t)=CA*x(t) + CA* 'Bu@®) + ...+ CBZ* Yu(t) + Dz* u(o).

Summing these relations multiplied by, ao, ..., a,, 1 and observing that

Clarl + apA + ...+ a, A"+ A" Jx(t) = Cm(A) x(t) =0 (ST.14)
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we obtain
m(z) y(t) = [ (a2CB+azCAB+a3CB z+...+CB " 1) +m(z) D Ju(t) (ST.15)

which constituts a polynomid input—outpt relation of the type

Q(2) y(t) = P(2) u(t) (ST.1.6)

where
Q) =m(2)1 (ST.1.7a)
P(z) = [(a2CB +a3CAB +...+ CBz* Y+ m(z) D]. (ST.1.7b)

Anothe way for introducirg and deduciry input—outpa polynomid modek relies on
the decompositia of the transfe matrix

G(z)=C(zl —A) "B+ D (ST.1.8)
into (m x m) and (m x r) polynomid matrices Q(z) and P(z) sud that
G(2) = Q) 'P(). (ST.1.9)

Becaus of this decompositionpolynomid pairs (Q(z), P(z)) are alo called Matrix
Fractian Descriptiors (MFD) of dynamicé systems.

Remark ST.1.1 — MFD modek (ST.1.6) can descrile only the obsevable parts of dy-
namica systems This propert can be easiy proved considerig aKalman decompo-
sition of the stae spa@ mode (ST.1.1) ard observiry that theterms CB, CAB, ...,
CA*~1B tha defire P(z) are nat influenced becaus of the structue of C in the
Kalman decompositionby the non obsevable pars of the system.

Remark ST.1.2 — MFD modek (ST.1.6) descrile non completey reachal# systems
whenthe GreatesLeft Comman Divisor (GLCD) of Q(z) and P(z) isanonunimodular
matrix M(z). The completey reachal® and obsewable patt of the systen can be
extractal from a generc MFD modd computirg the GLCD of Q(z) and P(z) and
extracting from the decomposition

M) Q'(2) y(t) = M(2) P' (D) u(t) (ST.1.10)

the pair (Q’'(z), P'(z)). Of cour® the non reachals patt (if any) is automatically
cancellel from the transfe function since

Giz)=0@) P =0 @ M2 MP (z)= Q)" P'(z). (ST.111
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