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SP

Stochastic
Processes |

SP.1 RANDOM VARIABLES

Consider an evenb, possible outcome of a random experiment. phabability of

this event, denoted as f¥), may be intuitively considered to coincide with the limit,
when the number of trials tends to infinity, of the ratio between the number of times
thatw occurred and the number of experiments. If all possible outcomes are denoted
byw;, i=1...,N,then

N
0 < Pr(w;) < 1, > Pr(w) = 1. (SPL1.1)
i=1

Definition SP.1.1 (Independent events) — The eveAtsB, C, are defined as mutually
independent if
Pr(ABC) = Pr(A) Pr(B) Pr(C) (SP1.2)

whereA BC denotes the joint occurrence 4f B andC.
The definition ofconditional probabilitycan be used to describe the probability of
occurrence of non independent events. The probability of occurrence of &adtar
eventB is denoted by RA|B) and is given by

Pr(AB)

Pr(A|B) = TR

(SP1.3)

Of course, ifA and B are independent PA|B) = Pr(A).

A scalar random variabler stochastic variablec = x(w) is a real—valued function
whose value depends on the outcamef a random experiment. The value taken by
a random variable is called its realization.

More generally avector—valued random variabte vector—valued stochastic variable
x = x(w) = [x1,...,x,]T is a vector of random variables. Random vectors can be


LEVEL

Module SP.1 concerns the following levels:

ADVANCED (SHORT AND EXTENDED)

Playing ants have been designed by Fabio Vettori



CONTENTS

Module SP.1 introduces random variables, probability density functions, probability distribution functions and their properties.


STOCHASTIC PROCESSES: SP.1 RANDOM VARIABLES SP.1.2

characterized by theprobability density functioifPDF) or probability distribution
functiondefined as follows.

Definition SP.1.2 (Probability Density Function) — Thprobability density function
p. (-) of a continuos vector—valued random variable= [x1, ..., x,]7 atx = £ =

[%-1’ R} SH]T IS
pe(§)dE = Pr(N/_y(& < x; < & +d&)) (SP.1.4)

where the intersection symbol denotes joint events.

A common notation for p(x) is p(x).

Definition SP.1.3 (Probability Distribution Function) — Thprobability distribution
function P, (-) of a continuos vector—valued random variable= [x1, ..., x,]’ at

X:%':[S]_,...,%'n]TiS

sl &2 &n
P.(§) = Prix < &) = / / 7 oo dr. (SP.L5)
—00 V=0 —0Q0
The relationship between density and distribution functions is, on the basis of (SP.1.3),
px) = __ TP (SP.1.6)

0x10x2...0xy,
where Rx) denotes P(x).

Definition SP.1.4 (Expectation of a random vector) — Tegpectatioror mean of the
random vectox is defined as

Ex]=x= / x p(x) dx (SP1.7)
Rﬂ

where [, x p(x) dx = [

o
and-+oo of n real variables.

) ffooox p(x) dx denotes the integration betweemo

The expectation of a random vector can be considered as the limit, in a probabilistic
sense, of the average of the observations when their number tends to infinity. The
expectation of a functiog(x) of the random variable can be obtained from the PDF

of x

ELw)] = [ ¢topwdr. (sPL8)

Definition SP.1.5 (Covariance matrix of a random vector) — Té¢mvariance matri>of
a random vector is defined as

n

T =E[x - -0T]= f (x — %) (x — %) p(x) dx. (SP.L.9)
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The covarian@ matrix is always non negaive definite.

Remark SP.1.1 — In the cas of scala variables Definition (SP.1.5 leads to the non

negaive numbe o2 = [ (x — %)% p(x) dx called variance of x.

The simultaneos consideratia of morerandam vectosis often necessar Inthecase
of two randan vectosx € R" ard y € R™, the probability of the joint occurrene of
valuesin given ranges is describé by the joint probability distribution function

Py ) =Pr(x<& y=<n) (SP.1.10)
with& € R" and n € R™. The correspondig joint probability densiy function is

oP(x,
plxy) = x, y) (SP.1.11)
0X10Xx2...0X,0y10y2...0Vm

where P(x, y) denots Py, (x, y).

Definitio n SP.1.6 (Statisticaly independetrandan vectorg — Two randanm vectoss x
ard y are definal statistically independenif

P(x, y) = P(x) P(y), (SP.1.12a)
P(x, y) = p(x) p(y). (SP.1.12b
Asaconsequereof Definition (SP.1.6), if x and y areindependenthen
E[xy']=E[x]E[»"] (SP.1.13)
Two randon vectoss are sad to be uncorrelate if
E[xy']=E[x]E[»] (SP.1.14)
sotha twoindependetrandanvecta areuncorrelatd but theinversisnot necessarily

true. A measue of the correlation betwee two randan vectossisgiven by their cross—
covarian@ matrix defined as foll ows.

Definitio n SP.1.7 (Cross—ovarian@ matrix of two randan vectory — The cross—
covarian@ matrix X, of therandon vectosx € R" ard y € R isdefinal as

Ty =E[x -5 -»]= (SP.1.15)

[ =80 =5) by dedy = [y -E[£]E[5" ]
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Remark SP.1.2 — In the cas of scala variables x and y, Definition (SP1.7) leadsto a
scala o, called covarian@ of x and y.

Remark SP.1.3 - X, and X,, have the following structures:

- _ _ _
Ox;  Onxz Ox1xp Ox1y1 Oxiy2 OX1Ym
2
Oxpxy  Ox, -+ Oxpx, Oxoy1  Oxay2 Oxoym
Z)C = , Exy —
o o o2 o o o
| U XnX1 XnX2 cee Xn | T Xn)1 Xny2 XnYm |

Remark SP.1.4 — If x and y are independd or uncorrelatd randan vectos then
X,y = 0(oxy = 0inthescala case).

Definitio n SP.1.8 (Correlation codficient of two randan variable$ — The correlation
codficient p of the scala randam variables x and y isthered number

Oxy

Pry = (SP.1.16)

<N

2
0,0

If x and y are uncorrelatedp,, = 0.

Definitio n SP.1.9 (Correlation matrix of a randan vectol) — The correlation matrix
p(x) of arandam vecta x =[x, ..., x,]7 isdefina as

p(x) =

C11

c21

Cnl

C12

€22

Cn2

Cln

C2n

Cnn

Remark SP.1.5 — It can be notad that

cii =1, Vi,

p(x) isasymmetrc matrix;

where Cij =

Ox;x;

0202

X U Xj

cij < 1fori # jand¢;; = 0if x; and x; are uncorrelated,
p(x) isnon negaive definite.

(SP.1.17)

When a sd of N obseved vectos x; is availablg it is possibé to defire the sample

1 N
Mx = NEXI'
1=

mean

(SP.1.18)
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and thesample (co)variance

(x,- — ,ux)(x,- — ux)T. (SP1.19
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