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Lecture TopicsLecture Topics
IntroductionIntroduction

Sensor Fusion and Dynamic World ModellingSensor Fusion and Dynamic World Modelling

Techniques for Fusion of Numerical PropertiesTechniques for Fusion of Numerical Properties
The Kalman FilterThe Kalman Filter

Example Systems and Practical ApplicationsExample Systems and Practical Applications

ConclusionsConclusions
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Sensor Fusion: ExampleSensor Fusion: Example……

+

Measures from sensors...Measures from sensors...

More More ““reliablereliable”” signal...signal...
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Motivation: ExampleMotivation: Example
LetLet’’s assume that we have an AIBO. It detects an s assume that we have an AIBO. It detects an 
opponent at a distance of opponent at a distance of 100 cm100 cm with a sensor on its with a sensor on its 
nose, but the same opponent reads at a distance of nose, but the same opponent reads at a distance of 80 cm80 cm
from its chest sensor.  from its chest sensor.  

What is our estimate of the distance?What is our estimate of the distance?
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Why arenWhy aren’’t the t the 
Sensor Measurements Correct?Sensor Measurements Correct?
What about the accuracy of the (IR) sensors on the AIBO?What about the accuracy of the (IR) sensors on the AIBO?

How was the ambient light?How was the ambient light?
What color was the target?What color was the target?
Are the errors the same for all ranges?Are the errors the same for all ranges?
What about the orientation of the target surface?What about the orientation of the target surface?
Is it sensor noise?Is it sensor noise?
What about bias?What about bias?

There are many reasonsThere are many reasons……
These are often lumped (incorrectly) into the term These are often lumped (incorrectly) into the term 
““sensor noisesensor noise””
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How should we Merge the How should we Merge the 
Measurements?Measurements?

CanCan’’t we just average them?t we just average them?

meanmean
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Merging Data from Merging Data from 
Heterogeneous SensorsHeterogeneous Sensors

LetLet’’s say that instead you have 2 different (not very s say that instead you have 2 different (not very 
accurate) sensor measuring the distance to a target over timeaccurate) sensor measuring the distance to a target over time
How could you combine the data to get the best estimate How could you combine the data to get the best estimate 
possible for the true range to target?possible for the true range to target?
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Merging Data from Merging Data from 
Heterogeneous Sensors (contHeterogeneous Sensors (cont’’d)d)

Why not just average them?Why not just average them?

That works OK, but not really wellThat works OK, but not really well……

Can we do more?Can we do more?

mean err = 1.75 mean err = 1.71
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Fusing Sensor DataFusing Sensor Data
Our ability to do something Our ability to do something ““intelligentintelligent”” with the sensor data is with the sensor data is 
a function of what we know about the a function of what we know about the sensors sensors themselvesthemselves

The more accurate sensor model we have, the better our The more accurate sensor model we have, the better our 
estimation performance will beestimation performance will be

These models are typically generated in a time consuming, These models are typically generated in a time consuming, 
empirical fashionempirical fashion

Sensor models can vary dramatically as a function of the Sensor models can vary dramatically as a function of the 
operational environment (recall the AIBO example)operational environment (recall the AIBO example)

Often sensor models are represented compactly in the terms of Often sensor models are represented compactly in the terms of 
probability density functions/distributionsprobability density functions/distributions
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A Simple Sensor Fusion ExampleA Simple Sensor Fusion Example
with a Gaussian Noise Modelwith a Gaussian Noise Model

Consider a ship sailing east with a perfect compass trying Consider a ship sailing east with a perfect compass trying 
to estimate its position.to estimate its position.

You estimate the position You estimate the position x x from the stars as from the stars as zz11=100=100 with with 
a precision of a precision of σσxx=4 miles=4 miles

x100
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A Simple Example (contA Simple Example (cont’’d)d)
Along comes a more experienced navigator, and Along comes a more experienced navigator, and sheshe
takes her own sighting takes her own sighting zz22

She estimates the position She estimates the position x= zx= z22 =125=125 with a precision with a precision 
of of σσxx=3 miles=3 miles
How do you merge her estimate with your own?How do you merge her estimate with your own?

x100 125
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A Simple Example (contA Simple Example (cont’’d)d)
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With the distributions being Gaussian, the best estimate for With the distributions being Gaussian, the best estimate for 
the state is the mean of the distribution, sothe state is the mean of the distribution, so……

or alternately or alternately 
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A Simple Example (contA Simple Example (cont’’d)d)
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LetLet’’s Apply this to Our Examples Apply this to Our Example

+

LetLet’’s assume that we knew that the standard deviation of our s assume that we knew that the standard deviation of our 
sensors was 2 meters (sensors was 2 meters (blueblue) and 4 meters () and 4 meters (redred))
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The time average is in effect assuming that the variance of the The time average is in effect assuming that the variance of the two two 
sensors are the samesensors are the same
If we know better, we can use this to obtain a more accurate If we know better, we can use this to obtain a more accurate 
estimateestimate

What if we had Merely Averaged What if we had Merely Averaged 
the Data Over Time Insteadthe Data Over Time Instead

Time Averaged

Time-Variance 
Weighted Averaged
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Sensor Fusion PrincipleSensor Fusion Principle
Sensor fusionSensor fusion refers to the techniques applied in (intelligently) refers to the techniques applied in (intelligently) 
merging multiple sensor measurementsmerging multiple sensor measurements across different sensors across different sensors 
and/or time in order to obtain and/or time in order to obtain a more accurate estimatea more accurate estimate of of 
some parameter of interest (e.g. the position of a target)some parameter of interest (e.g. the position of a target)

The quality of your fused estimate will be a direct function of The quality of your fused estimate will be a direct function of 
the accuracy of your sensor modelthe accuracy of your sensor model

In practice, the best models are often obtained empiricallyIn practice, the best models are often obtained empirically

These These empirical data are often fit to a Gaussian modelempirical data are often fit to a Gaussian model when when 
possible for mathematical conveniencepossible for mathematical convenience

The primary motivation for this is the The primary motivation for this is the Kalman Filter algorithmsKalman Filter algorithms
that rely upon the Gaussian assumption, and work extremely that rely upon the Gaussian assumption, and work extremely 
well in theory and practicewell in theory and practice
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OverviewOverview
The (Discrete) Kalman FilterThe (Discrete) Kalman Filter
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What is a Kalman Filter?What is a Kalman Filter?
Optimal recursiveOptimal recursive data fusion algorithmdata fusion algorithm

PredictorPredictor--Corrector style algorithmCorrector style algorithm

Processes all available sensor measurements in Processes all available sensor measurements in 
estimating the value of parameters of interest estimating the value of parameters of interest 
using:using:

Knowledge of system and sensor dynamicsKnowledge of system and sensor dynamics

Statistical models reflecting uncertainty in system Statistical models reflecting uncertainty in system 
noise and sensor dynamicsnoise and sensor dynamics

Any information regarding initial conditionsAny information regarding initial conditions
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What is a Kalman Filter (contWhat is a Kalman Filter (cont’’d)?d)?
OptimalOptimal in the sense that for systems which can be described by in the sense that for systems which can be described by 
a a linear modellinear model –– e.g.e.g.

and for which the process and measurement noises and for which the process and measurement noises wwkk andand vvkk are are 
normally distributednormally distributed, the Kalman filter is the provably optimal , the Kalman filter is the provably optimal 
estimator (estimate has estimator (estimate has minimum error varianceminimum error variance) ) 

In our case, In our case, ““process noiseprocess noise”” corresponds to uncertainty in the corresponds to uncertainty in the 
motion model, measurement noise is from uncertainty in the motion model, measurement noise is from uncertainty in the 
sensing model, sensing model, xx denotes the state being estimated and denotes the state being estimated and zz the the 
sensor measurements sensor measurements 

kkk

kkkk
vHxz

wBuAxx
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++=+1
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What is a Kalman Filter (contWhat is a Kalman Filter (cont’’d)?d)?

RecursiveRecursive in the sense that it is in the sense that it is ““memorymemory--lessless””

Does not require all previous data to be maintained in Does not require all previous data to be maintained in 
memory and reprocessed at each time stepmemory and reprocessed at each time step

Propagates first and second order statistics only (Propagates first and second order statistics only (i.e. i.e. 
mean and variance/covariance)mean and variance/covariance)
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The Gaussian DistributionThe Gaussian Distribution
• A 1-D Gaussian distribution is defined as 

• In 2-D (assuming uncorrelated variables) this becomes 

• In n dimensions, it generalizes to
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In the Kalman filter, the process 
and measurement noise MUST 
be normally distributed for 
optimality to hold! 
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A Quick Primer/RefresherA Quick Primer/Refresher
TheThe expected valueexpected value for a random variable for a random variable X X is is 
((i.e. i.e. the mean) defined as the mean) defined as 

The The variance variance of of XX about the mean is defined asabout the mean is defined as
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A Quick Primer/Refresher (contA Quick Primer/Refresher (cont’’d)d)
When When XX is a vector, the variance is expressed in terms of a is a vector, the variance is expressed in terms of a 
covariance matrix covariance matrix C,C, where its entries where its entries ccij ij are:are:

The resulting matrix has the form:The resulting matrix has the form:

wherewhere ρρijij corresponds to the degree of correlation between corresponds to the degree of correlation between 
variables variables XXii andand XXjj

)]()[( jj
T

iiij xxEc µµ rrrr
−−=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

2
2211

22
2
22112

112112
2
1

nnnnn

nn

nn

C

σσσρσσρ

σσρσσσρ
σσρσσρσ

K

MOMM

L

K



14/07/200814/07/2008
““2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO--MOTORMOTOR ASSESSMENT ASSESSMENT 

AND REHABILITATIONAND REHABILITATION””. . 13th 13th –– 19th July 2008,  Monte San19th July 2008,  Monte San PietroPietro (Bologna, Italy)(Bologna, Italy) 2828//112112

““Sensor Data FusionSensor Data Fusion”” Silvio SimaniSilvio Simani

Correlation is a means to estimate how two Correlation is a means to estimate how two 
functions/series are correlated.  For a discrete series, it functions/series are correlated.  For a discrete series, it 
is defined asis defined as

where where ρρ denotes the denotes the correlation coefficientcorrelation coefficient

The denominator normalizes the correlation coefficient The denominator normalizes the correlation coefficient 
such that such that 

The Correlation CoefficientThe Correlation Coefficient
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Our Simple Example RevisitedOur Simple Example Revisited
Consider again the ship trying to estimate Consider again the ship trying to estimate 
its position.its position.
The position The position x x from the stars was estimated from the stars was estimated 
as as zz11=100=100 with a precision of with a precision of σσxx=4 miles=4 miles

x100
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The Simple Example (contThe Simple Example (cont’’d)d)
The second and more experienced navigator The second and more experienced navigator 
(btw, a woman(btw, a woman……) took her own sighting ) took her own sighting zz22

She estimated the position She estimated the position x= zx= z22 =125=125 with a with a 
precision of precision of σσxx=3 miles=3 miles

x100 125
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A Simple Example (contA Simple Example (cont’’d)d)
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With the distributions being Gaussian, the best With the distributions being Gaussian, the best 
estimate for the state is the mean of the estimate for the state is the mean of the 
distribution, sodistribution, so……

or alternately or alternately 

where where KKtt is referred to as the is referred to as the Kalman gainKalman gain, and , and 
must be computed at each time step must be computed at each time step 
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The Simple Example (contThe Simple Example (cont’’d)d)

222
1

2

122

2

2
2

1

21

2 zzx
zz

z

zz

z

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

+
+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

+
=

σσ
σ

σσ
σ

Correction Term



14/07/200814/07/2008
““2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO--MOTORMOTOR ASSESSMENT ASSESSMENT 

AND REHABILITATIONAND REHABILITATION””. . 13th 13th –– 19th July 2008,  Monte San19th July 2008,  Monte San PietroPietro (Bologna, Italy)(Bologna, Italy) 3333//112112

““Sensor Data FusionSensor Data Fusion”” Silvio SimaniSilvio Simani

OK, now you fall asleep on your watch.  You wake up after OK, now you fall asleep on your watch.  You wake up after 
2 hours, and you now have to re2 hours, and you now have to re--estimate your positionestimate your position

Let the velocity of the boat be nominally 20 miles/hour, Let the velocity of the boat be nominally 20 miles/hour, 
but with a variance of but with a variance of σσ22

ww=4 miles=4 miles22/hour/hour

What is the best estimate of your current position?What is the best estimate of your current position?

A Simple Example: A Simple Example: ““Part 2Part 2””

xx2=116 x-
3 =?
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The next effect is that the Gaussian is translated by a The next effect is that the Gaussian is translated by a 
distance and the variance of the distribution is distance and the variance of the distribution is increased to increased to 
account for the uncertainty in dynamicsaccount for the uncertainty in dynamics

A Simple ExampleA Simple Example
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OK, this is not a very accurate estimate.  So, since youOK, this is not a very accurate estimate.  So, since you’’ve ve 
had your nap you decide to take another measurement and had your nap you decide to take another measurement and 
you get you get zz33=165=165 milesmiles
Using the same update procedure as the first update, we Using the same update procedure as the first update, we 
obtain:obtain:

and so onand so on……

A Simple Example (contA Simple Example (cont’’d)d)
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In this example, In this example, predictionprediction came from using came from using knowledge of knowledge of 
the vehicle dynamicsthe vehicle dynamics to estimate its change in positionto estimate its change in position

The AIBO example would be integrating information from The AIBO example would be integrating information from 
the robot kinematics (the robot kinematics (i.e.i.e. you give it a desired [x, y, you give it a desired [x, y, αα] ] 
velocities for a time velocities for a time ∆∆t) to estimate changed in positiont) to estimate changed in position

The The correctioncorrection is accomplished through is accomplished through making making 
exteroceptive observationsexteroceptive observations and then fusing this with your and then fusing this with your 
current estimatecurrent estimate

This is akin to updating position estimates using landmark This is akin to updating position estimates using landmark 
information, etc.information, etc.

The PredictorThe Predictor--Corrector ApproachCorrector Approach
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Process ModelProcess Model
Describes how the state changes over timeDescribes how the state changes over time

The state for the first example was scalarThe state for the first example was scalar

The The process modelprocess model was was ““nothing changesnothing changes””

A better model might be:A better model might be:

State is a 2State is a 2--vector i.e. [position, velocity]vector i.e. [position, velocity]

ppositionositionn+1n+1 = position= positionnn + velocity+ velocitynn * time* time

vvelocityelocityn+1n+1 = velocity= velocitynn
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The Kalman filter addresses the problem of estimating the The Kalman filter addresses the problem of estimating the 
state state x x ∈∈ RRnn of a discreteof a discrete--time controlled process governed time controlled process governed 
by the linear difference equationby the linear difference equation

and with a measurement and with a measurement z z ∈∈ RRmm that isthat is

where where wwkk and and vvkk represent the process and measurement represent the process and measurement 
noise.  They are assumed independent, white, and with noise.  They are assumed independent, white, and with 
Gaussian Gaussian PDFsPDFs

The Discrete Kalman FilterThe Discrete Kalman Filter

kkkk wuBxAx rrrr
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NOTE:  The 
matrices A,B,H,Q 
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Measurement Update

),( kk Pxv

At each time step, the KF propagates both a At each time step, the KF propagates both a state estimatestate estimate
xxkk and an estimate for the and an estimate for the error covarianceerror covariance PPkk.  The latter .  The latter 
provides an indication of the uncertainty associated with provides an indication of the uncertainty associated with 
the state estimate  the state estimate  

As mentioned previously, the KF is a predictorAs mentioned previously, the KF is a predictor--corrector corrector 
algorithm.  algorithm.  Prediction comes in the Prediction comes in the time updatetime update phase, and phase, and 
correction in the correction in the measurement update measurement update phasephase

The Discrete Kalman Filter (contThe Discrete Kalman Filter (cont’’d)d)

Time Update
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1.1. Predict the state aheadPredict the state ahead

2.2. Project the error covariance ahead  Project the error covariance ahead  

The Time Update PhaseThe Time Update Phase

kk uBxAx
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(... i.e. from model dynamics)(... i.e. from model dynamics)
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Let Let xxkk
** denote the true state at time denote the true state at time kk

Let Let xxkk
-- denote the denote the priorprior estimate for estimate for xxkk

**

Let Let xxkk denote the denote the posteriorposterior estimate for estimate for xxkk
**

The corresponding estimate errors are then  The corresponding estimate errors are then  

The corresponding The corresponding errorerror covariances are thencovariances are then

To minimize the To minimize the posterior posterior error covariance, the error covariance, the Kalman Kalman 
gaingain takes the formtakes the form

Estimate ErrorsEstimate Errors

kkkkkk xxexxe −=−= −− **     ,
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T
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1)( −−− += RHHPHPK T
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1.1. Compute the Kalman Gain  Compute the Kalman Gain  KKkk

2.2. UpdateUpdate the estimate based on the new the estimate based on the new 
measurement   measurement   zzkk

3.3. UpdateUpdate the error covariancethe error covariance

The Measurement Update PhaseThe Measurement Update Phase
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The Kalman GainThe Kalman Gain
The optimal Kalman gain The optimal Kalman gain KKkk is:is:

Compare with previous form:Compare with previous form:

K k = Pk
−HT (HPk

−HT + R)−1

=
Pk

−HT

HPk
−HT + R

K(t3) =
σ 2(t3

−)
σ 2(t3

−) + σ3
2

real values real values 
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The Discrete Kalman FilterThe Discrete Kalman Filter
PredictionPrediction

CorrectionCorrection

1.  Project the state 
forward

2.  Project the 
covariance forward

Time Update
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1.  Compute Kalman Gain

2.  Update state estimate 
with measurement zk

3.  Update error covariance

Measurement Update
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One More Example: One More Example: 
22--D Position OnlyD Position Only
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PredictionPrediction

CorrectionCorrection
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Another ExampleAnother Example
22--D PositionD Position--VelocityVelocity
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•• For For linear processeslinear processes with with white Gaussian noise, white Gaussian noise, the KF the KF 
provides a provides a provably optimal means for fusing provably optimal means for fusing 
measurement informationmeasurement information

•• In practice, the filter is In practice, the filter is ““tunedtuned”” empirically by finding empirically by finding 
““optimaloptimal”” estimates for estimates for Q Q and and RR

•• The The linear constraintslinear constraints can be lifted, but the optimality can be lifted, but the optimality 
of the filter is lostof the filter is lost

•• This is the basis for the This is the basis for the Extended Kalman Filter (EKF)Extended Kalman Filter (EKF)

KF Summary & RemarksKF Summary & Remarks
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Nonlinear SystemsNonlinear Systems
Few Details...Few Details...
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ExtendedExtended Kalman FilterKalman Filter
•• Suppose the stateSuppose the state--evolution and evolution and 

measurement equations are nonmeasurement equations are non--linear:linear:

–– process noise process noise ww is drawn from is drawn from NN(0,(0,QQ), with ), with 
covariance matrix covariance matrix QQ..

–– measurement noise measurement noise vv is drawn from is drawn from NN(0,(0,RR), ), 
with covariance matrix with covariance matrix RR..

x k = f (x k −1,uk ) + wk −1

zk = h(x k) + vk
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The Jacobian MatrixThe Jacobian Matrix
•• For a scalar function For a scalar function yy==ff((xx), ), 

•• For a vector function For a vector function yy==ff((xx),),
∆y = ′ f (x)∆x

  

∆y = J∆x =
∆y1

M

∆yn

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

=

∂f1

∂x1

(x) L
∂f1

∂xn

(x)

M M
∂fn

∂x1

(x) L
∂fn

∂xn

(x)

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 

⋅
∆x1

M

∆xn

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 



14/07/200814/07/2008
““2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO--MOTORMOTOR ASSESSMENT ASSESSMENT 

AND REHABILITATIONAND REHABILITATION””. . 13th 13th –– 19th July 2008,  Monte San19th July 2008,  Monte San PietroPietro (Bologna, Italy)(Bologna, Italy) 6868//112112

““Sensor Data FusionSensor Data Fusion”” Silvio SimaniSilvio Simani

Linearise the NonLinearise the Non--LinearLinear

•• Let Let AA be the Jacobian of be the Jacobian of ff with respect to with respect to xx..

•• Let Let HH be the Jacobian of be the Jacobian of hh with respect to with respect to xx..

•• Then the Kalman Filter equations are Then the Kalman Filter equations are 
almost the same as before!almost the same as before!

A ij =
∂fi

∂x j

(x k−1,uk)

H ij =
∂hi

∂x j

(x k)
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EKF Update EquationsEKF Update Equations
•• Predictor step:Predictor step:

•• Kalman gain:  Kalman gain:  

•• Corrector step:  Corrector step:  

ˆ x k
− = f (ˆ x k −1,uk )

Pk
− = APk −1A

T + Q

K k = Pk
−HT (HPk

−HT + R)−1

ˆ x k = ˆ x k
− + Kk(zk − h(ˆ x k

−))

Pk = (I−K kH) Pk
−
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Some comments regarding Some comments regarding 
Kalman filtering...Kalman filtering...
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Why Kalman Why Kalman ““FilterFilter””??
The Kalman filter is a recursive The Kalman filter is a recursive estimatorestimator. This means that . This means that 
only the estimated state from the previous time step and only the estimated state from the previous time step and 
the current measurement are needed to compute the the current measurement are needed to compute the 
estimate for the current state. estimate for the current state. 

In contrast to batch estimation techniques, no history of In contrast to batch estimation techniques, no history of 
observations and/or estimates is required. observations and/or estimates is required. 

It is unusual in being purely a time domain filterIt is unusual in being purely a time domain filter; most ; most 
filters (for example, a lowfilters (for example, a low--pass filter) are formulated in pass filter) are formulated in 
the the frequency domainfrequency domain and then transformed back to the and then transformed back to the 
time domain for implementation.time domain for implementation.
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Why Kalman Why Kalman ““FilterFilter””? (Cont? (Cont’’d)d)
•• The Kalman filter can be regarded as an adaptive lowThe Kalman filter can be regarded as an adaptive low--

pass infinite impulse response digital filter, with cutpass infinite impulse response digital filter, with cut--off off 
frequency depending on the frequency depending on the ratio between the processratio between the process--
and measurement (or observation) noise, as well as the and measurement (or observation) noise, as well as the 
estimate covariance. estimate covariance. 

•• Frequency response is, however, rarely of interest when Frequency response is, however, rarely of interest when 
designing state estimators such as the Kalman Filter, designing state estimators such as the Kalman Filter, 
whereas for digital filters such as IIR and FIR filters, whereas for digital filters such as IIR and FIR filters, 
frequency response is usually of primary concern. frequency response is usually of primary concern. 

•• For the Kalman Filter, the important goal is how accurate For the Kalman Filter, the important goal is how accurate 
the filter is, and this is most often decided based on the filter is, and this is most often decided based on 
empirical Monte Carlo simulations, where "truth" (the empirical Monte Carlo simulations, where "truth" (the 
true state) is known.true state) is known.
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11--D Example: Estimating a Random ConstantD Example: Estimating a Random Constant
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Promptness increased but 
prediction not smooth!
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Promptness decreased but 
smooth prediction
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Common ApplicationsCommon Applications
Tracking missilesTracking missiles
–– Tracking moving objectsTracking moving objects

GPSGPS
Computer visionComputer vision
–– Extracting lip motion from videoExtracting lip motion from video

Data fusion/integrationData fusion/integration
–– Integration ofIntegration of spatiospatio--temporal video segmentstemporal video segments

RoboticsRobotics
–– Robust estimation and sensor data noise reductionRobust estimation and sensor data noise reduction

State and parameter estimation for monitoring,State and parameter estimation for monitoring, fault fault 
diagnosis and controldiagnosis and control
Data smoothing and curve fittingData smoothing and curve fitting
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Kalman Filters for Sensor Kalman Filters for Sensor 
Fusion ImplementationFusion Implementation
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Multiple Sensor ImplementationsMultiple Sensor Implementations

OnOn--line Model/Sensor Selectionline Model/Sensor Selection
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AIBO Navigation System AIBO Navigation System 
ExampleExample
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Kalman Filter Revisited

LetLet’’s say your AIBO takes 3 measurements of the s say your AIBO takes 3 measurements of the 
distance to a beacon as Z = [2000, 1900, 2100]distance to a beacon as Z = [2000, 1900, 2100]TT

What would be your estimate of the beacon distance?What would be your estimate of the beacon distance?

Well, a good estimate might be the mean of the 3 Well, a good estimate might be the mean of the 3 
sensor values:sensor values:
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Kalman Filter Revisited

Now letNow let’’s say your AIBO takes 3 measurements of the distance to s say your AIBO takes 3 measurements of the distance to 
a beacon using another groupa beacon using another group’’s shoddy code and you get Z = s shoddy code and you get Z = 
[2000, 900, 3100][2000, 900, 3100]TT

We could again use the mean as the range estimate and obtainWe could again use the mean as the range estimate and obtain

Would you have as much confidence in this estimate as the first?Would you have as much confidence in this estimate as the first?
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Kalman Filter for Data FusionKalman Filter for Data Fusion
The main idea behind the Kalman filter is that you do not just The main idea behind the Kalman filter is that you do not just 
have an estimate for a parameter have an estimate for a parameter xx but also but also have some have some 
estimate for the uncertainty in your value for estimate for the uncertainty in your value for xx

This is represented by the variance/covariance of the This is represented by the variance/covariance of the 
estimate estimate PPxx

There are many advantages to this, as it allows you a means There are many advantages to this, as it allows you a means 
for estimating the confidence in your robotfor estimating the confidence in your robot’’s ability to s ability to 
execute a task (execute a task (e.g. e.g. navigating through a tight doorway)navigating through a tight doorway)

In the case of the In the case of the KF, it also provides a nice mechanism for KF, it also provides a nice mechanism for 
optimallyoptimally combining data over timecombining data over time

This optimality condition assumes we have linear models, and This optimality condition assumes we have linear models, and 
the error characteristics of our sensors can be modeled as the error characteristics of our sensors can be modeled as 
zerozero--mean, Gaussian noise.mean, Gaussian noise.
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Data Fusion ExampleData Fusion Example
OK, letOK, let’’s say we use code from Team 1 and Team 2 to s say we use code from Team 1 and Team 2 to 
obtain two different measurements obtain two different measurements ZZ = [= [zz11, z, z22]]TT for the for the 
range range r r to a beaconto a beacon

Let us further assume that the variance in each of these Let us further assume that the variance in each of these 
sensor measurements is sensor measurements is RR11 and and RR22,, respectivelyrespectively

How should we fuse these measurements in order to How should we fuse these measurements in order to 
obtain the obtain the ““bestbest”” possible resulting estimate for possible resulting estimate for r r ??

WeWe’’ll define ll define ““bestbest”” from a leastfrom a least--squares perspectivesquares perspective……

We have 2 measurements that are equal to We have 2 measurements that are equal to rr plus some plus some 
additive zeroadditive zero--mean Gaussian noise mean Gaussian noise vv11 andand vv22
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A LeastA Least--Squares ApproachSquares Approach

We want to fuse these measurements to obtain a We want to fuse these measurements to obtain a 
new estimate for the range new estimate for the range 

Using a weighted leastUsing a weighted least--squares approach, the squares approach, the 
resulting sum of squares error will beresulting sum of squares error will be

Minimizing this error with respect to     yieldsMinimizing this error with respect to     yields
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A LeastA Least--Squares Approach (contSquares Approach (cont’’d)d)

Rearranging we haveRearranging we have

If we choose the weight to be If we choose the weight to be 

we obtainwe obtain
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This can be rewritten as This can be rewritten as 

or if we think of this as adding a new measurement to our currenor if we think of this as adding a new measurement to our current t 
estimate of the state we would get estimate of the state we would get 

For merging Gaussian distributions, the update rule isFor merging Gaussian distributions, the update rule is

which if we write in our measurement update equation form we getwhich if we write in our measurement update equation form we get

A LeastA Least--Squares ApproachSquares Approach
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These are the measurement update equations for These are the measurement update equations for 
the discrete Kalman filterthe discrete Kalman filter

The Measurement Update PhaseThe Measurement Update Phase

Estimate after
Measurement 

Update

Prediction before 
Measurement

Update Measurement

Predict

Correct

1.  Project the state 
forward

2.  Project the 
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Filter Simulation in ActionFilter Simulation in Action
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LetLet’’s say that we are going to use a Kalman filter to s say that we are going to use a Kalman filter to 
localize our AIBO based upon taking localize our AIBO based upon taking range range 
measurement(s)measurement(s) to beaconsto beacons
We could write our state update equation asWe could write our state update equation as

This looks great as itThis looks great as it’’s nice and linear.  Now lets nice and linear.  Now let’’s look s look 
at our measurement equations taking range to a beacon at our measurement equations taking range to a beacon 
at (at (xxbb, , yybb))

But, we have a problemBut, we have a problem……

Kalman Filter Localization ExampleKalman Filter Localization Example

22 )()( bkbkk yyxxr −+−=

k

y

x

kk
t
tV
tV

y
x

y
x

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

∆
∆
∆

+
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+
ωθθ

1



14/07/200814/07/2008
““2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO--MOTORMOTOR ASSESSMENT ASSESSMENT 

AND REHABILITATIONAND REHABILITATION””. . 13th 13th –– 19th July 2008,  Monte San19th July 2008,  Monte San PietroPietro (Bologna, Italy)(Bologna, Italy) 9797//112112

““Sensor Data FusionSensor Data Fusion”” Silvio SimaniSilvio Simani

Time update and measurement equations are Time update and measurement equations are NOTNOT linearlinear

The KF is not applicableThe KF is not applicable

We linearise around the nonlinearities, we can still get We linearise around the nonlinearities, we can still get 
good performance in practicegood performance in practice

Development of the Extended Kalman Filter (EKF)Development of the Extended Kalman Filter (EKF)

By relaxing the linear assumptions, the use of the KF is By relaxing the linear assumptions, the use of the KF is 
extended dramaticallyextended dramatically

We can no longer use the word We can no longer use the word ““optimaloptimal”” with the EKFwith the EKF

Kalman Filter & EKFKalman Filter & EKF
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So the covariance is projected ahead asSo the covariance is projected ahead as

where where AA is now the Jacobian of is now the Jacobian of ff with respect to x with respect to x 
and and WW is the Jacobian of  is the Jacobian of  ff with respect to with respect to ww

EKF Time Update PhaseEKF Time Update Phase
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Assume that we have a mobile robot using Assume that we have a mobile robot using odometer and odometer and 
range measurements to landmarkrange measurements to landmark to estimate its position to estimate its position 
and orientationand orientation

Assume that the Assume that the odometer provides a velocity estimate odometer provides a velocity estimate VV
and an angular velocity estimate and an angular velocity estimate ωω that are both corrupted that are both corrupted 
by Gaussian noiseby Gaussian noise

We can write the state update equation as: We can write the state update equation as: 

which is obviously nonwhich is obviously non--linear in the statelinear in the state

EKF Robot Implementation ExampleEKF Robot Implementation Example
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Again, in the measurement update we can have a nonAgain, in the measurement update we can have a non--
linear relationship between our measurements and linear relationship between our measurements and 
statestate

and once again we will assume that the noise is zero and once again we will assume that the noise is zero 

To propagate uncertainty, we shall again have to To propagate uncertainty, we shall again have to 
calculate the appropriate calculate the appropriate JacobiansJacobians
–– HH is the Jacobian relating changes in is the Jacobian relating changes in hh to changes in our state to changes in our state xx
–– V V is the Jacobian relating changes in is the Jacobian relating changes in hh to changes in the to changes in the 

measurement noise measurement noise vv

These are then substituted into the original KF as These are then substituted into the original KF as 
appropriateappropriate

EKF Measurement Update PhaseEKF Measurement Update Phase

),( kkk vxhz vvv =

)0,( kk xhz vv =
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Computing the Kalman Gain:Computing the Kalman Gain:

State Update:State Update:

Covariance Update:Covariance Update:

EKF Measurement Update Phase (contEKF Measurement Update Phase (cont’’d)d)
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NOTE:  Some derivations will write this as Hx as well.



14/07/200814/07/2008
““2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO--MOTORMOTOR ASSESSMENT ASSESSMENT 

AND REHABILITATIONAND REHABILITATION””. . 13th 13th –– 19th July 2008,  Monte San19th July 2008,  Monte San PietroPietro (Bologna, Italy)(Bologna, Italy) 102102//112112

““Sensor Data FusionSensor Data Fusion”” Silvio SimaniSilvio Simani

The Discrete Extended Kalman FilterThe Discrete Extended Kalman Filter
Predict

Correct

1.  Project the state forward

2.  Project the covariance 
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Robot Localisation & MappingRobot Localisation & Mapping
ExampleExample
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SLAM OverviewSLAM Overview
Fundamental problems to provide a mobile Fundamental problems to provide a mobile 

robot with autonomous capabilities:robot with autonomous capabilities:

how to create an environmental map withhow to create an environmental map with

imperfect sensors? imperfect sensors? 

how a robot can tell where it is on a map?how a robot can tell where it is on a map?

what if you’re lost and don’t have a map?what if you’re lost and don’t have a map?

mapping

localization

robot SLAM
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Localization, Where am I?Localization, Where am I?
?

OdometryOdometry
Localization based on external sensors, Localization based on external sensors, 
beacons or landmarksbeacons or landmarks
Probabilistic Map Based LocalizationProbabilistic Map Based Localization Observation

Map
data base
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Kalman Filter LocalizationKalman Filter Localization
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Kalman Filter for Mobile Robot LocalizationKalman Filter for Mobile Robot Localization

Five steps: 1) Position Prediction, 2) Observation, 3) MeasuremeFive steps: 1) Position Prediction, 2) Observation, 3) Measurement prediction,  nt prediction,  
4) Matching, 5) Estimation4) Matching, 5) Estimation
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Practical Application Examples (1)Practical Application Examples (1)
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Practical Application Examples (2)Practical Application Examples (2)
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Practical Application Examples (3)Practical Application Examples (3)
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1.1. Estimation example of a constant Estimation example of a constant 
signal with noisesignal with noise

Matlab script & Simulink fileMatlab script & Simulink file

2.2. Estimation of an acceleration signalEstimation of an acceleration signal
Simulink fileSimulink file

3.3. Estimation of velocity and Estimation of velocity and 
acceleration signalsacceleration signals

Matlab script file Matlab script file 

MatlabMatlab®®/Simulink/Simulink®® Software ExamplesSoftware Examples
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References & Lecture NotesReferences & Lecture Notes
Final Remarks & ConclusionFinal Remarks & Conclusion

http://www.cs.unc.edu/~welch/kalmanhttp://www.cs.unc.edu/~welch/kalman
Electronic and printed referencesElectronic and printed references

Book lists and recommendationsBook lists and recommendations
Research papersResearch papers
Links to other sitesLinks to other sites
Some softwareSome software

http://www.ing.unife.it/simani/SDF_lesson.htmlhttp://www.ing.unife.it/simani/SDF_lesson.html
Sensor Data FusionSensor Data Fusion
Practical applications & software examplePractical applications & software example
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