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Sensor Data Fusion

Lecture for the 2nd Summer School 2008 on "ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT AND
HABILITATION". Promoted by: Dept. of Electronics Computer Science & Systems (DEIS) University of Bologna - Italy.

Course Programme

Lecture Abstract: The talk concerns a problem, which is basic to perception: the integration of perceptual information into a coherent description of the
wotld. In this talk the perception is presented as a process of dyvnamically maintaining a model of the local external environment. Fusion of perceptual
information is at the heart of this process. After a brief introduction, the background of the problem of fusion in machine vision is reviewed. Then data fusion is
presented as part of the process of dynamic world modelling, and a set of principles is postulated for the ~fusion~ of independent observations. These
principles lead to techniques, which permit perceptual fusion with qualitatively different forms of data, treating each source of information as constraints. For
mumerical information, these principles lead to specific well-known tools such as various forms of Kalman filter. For symbolic information, these principles
suggest representing objects and their relations as a conjunction of properties encoded as schema. Dynamic world modelling is a cyclic process composed of
the phases: predict, match and update. These phases provide a framework with which perceptual svstems can be organised and designed. It is shown that in
the case of numerical measurements, this framework leads to the use of a Kalman filter for the prediction and update phases, while other tools can be used
for matching. In the case of symbolic information, elements of the framework can be constructed with schema and production rules. The framework for
perceptual information is illustrated with the architectures of several systems.

1. Introduction
1.1 Perception and Sensing
1.2 Background and State of the Art in Sensor Fusion

2. Sensor Fusion and Dvnamic World Modelling
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Lecture Qutline
1. Introduction
1.1 Perception and Sensing
1.2 Background and State of the Art in Sensor Fusion
2. Sensor Fusion and Dynamic World Modelling
2.1 A General Framework for Dynamic World Modelling
2.2 Principles for Integrating Perceptual Information
3. Techniques for Fusion of Numerical Properties
3.1 State Representation
3.2 Prediction: Discrete State Transition Equations
3.3 Matching Observation to Prediction
3.4 The Kalman Filter Update Equations
4. Example Systems and Practical Applications

4.1 Dynamic World Modelling
4.2 An Integrated Supervision System
5. Conclusions
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Lecture Topics

» Introduction
» Sensor Fusion and Dynamic World Modelling

» Techniques for Fusion of Numerical Properties
% The Kalman Filter

» Example Systems and Practical Applications

» Conclusions
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Sensor Fusion: Example...

Measures from sensors...

More “reliable” signal...
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Motivation: Example

> Let’s assume that we have an AIBO. It detects an
opponent at a distance of 100 cm with a sensor on its
nose, but the same opponent reads at a distance of 80 cm
from its chest sensor.

> What is our estimate of the distance?
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Why aren’t the
Sensor Measurements Correct?

> What about the accuracy of the (IR) sensors on the AIBO?

% How was the ambient light?

< What color was the target?

% Are the errors the same for all ranges?

< What about the orientation of the target surface?
 Is it sensor noise?

* What about bias?

> There are many reasons...

> These are often lumped (incorrectly) into the term
“sensor noise”

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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How should we Merge the
Measurements?

> Can’t we just average them?

1 1 1 1 L 1 1 L 1
1] 5 10 15 20 28 30 35 40 45 50
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Merging Data from
Heterogeneous Sensors

> Let’s say that instead you have 2 different (not very
accurate) sensor measuring the distance to a target over time

> How could you combine the data to get the best estimate
possible for the true range to target?
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Merging Data from
Heterogeneous Sensors (cont’d)

> Why not just average them?
> That works OK, but not really well...
» Can we do more?

0 ] 10 13 20 25 30 35 40 45 a0 0 ] 10 13 20 25 30 35 40 45 a0

mean err = 1.75 mean err=1.71
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Fusing Sensor Data

> Our ability to do something “intelligent” with the sensor data is
a function of what we know about the sensors themselves

» The more accurate sensor model we have, the better our
estimation performance will be

» These models are typically generated in a time consuming,
empirical fashion

> Sensor models can vary dramatically as a function of the
operational environment (recall the AIBO example)

> Often sensor models are represented compactly in the terms of
probability density functions/distributions
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A Simple Sensor Fusion Example
with a Gaussian Noise Model

> Consider a ship sailing east with a perfect compass trying
to estimate its position.

> You estimate the position x from the stars as z,=100 with

a precision of ¢,=4 miles
A

| o >
100 X
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A Simple Example (cont’d)

> Along comes a more experienced navigator, and she
takes her own sighting z,

> She estimates the position x= z, =125 with a precision
of 6,=3 miles

> How do you merge her estimate with your own?

A

: | >
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A Simple Example (cont’d)

Silvio Simani

o> o> 1 1 N 1
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A Simple Example (cont’d)

> With the distributions being Gaussian, the best estimate for
the state is the mean of the distribution, so...

or alternately

2

Z

=z + ——|(z, —z,)  Correction Term

2
O'Z1 -l—O'Z2

=z, +K,(z,—z)
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Let’s Apply this to Our Example

> Let’s assume that we knew that the standard deviation of our
sensors was 2 meters (blue) and 4 meters (red)

20 T T T — T

1 1 1
35 40 45 50
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S What if we had Merely Averaged
the Data Over Time Instead

> The time average is in effect assuming that the variance of the two
sensors are the same

> If we know better, we can use this to obtain a more accurate
estimate
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Sensor Fusion Principle

v Sensor fusion refers to the techniques applied in (intelligently)
merging multiple sensor measurements across different sensors
and/or time in order to obtain a more accurate estimate of
some parameter of interest (e.g. the position of a target)

v The quality of your fused estimate will be a direct function of
the accuracy of your sensor model

v In practice, the best models are often obtained empirically

v These empirical data are often fit to a Gaussian model when
possible for mathematical convenience

v The primary motivation for this is the Kalman Filter algorithms
that rely upon the Gaussian assumption, and work extremely
well in theory and practice

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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Overview
The (Discrete) Kalman Filter
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What is a Kalman Filter?

> Optimal recursive data fusion algorithm
» Predictor-Corrector style algorithm

> Processes all available sensor measurements in
estimating the value of parameters of interest
using:

*» Knowledge of system and sensor dynamics

*» Statistical models reflecting uncertainty in system
noise and sensor dynamics

* Any information regarding initial conditions

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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What is a Kalman Filter (cont’d)?

> Optimal in the sense that for systems which can be described by
a linear model - e.q.

Xt = Axk +Buk -I-Wk
Zf :ka -I-Vk

and for which the process and measurement noises w, and v, are
normally distributed, the Kalman filter is the provably optimal
estimator (estimate has minimurn error variance)

> In our case, “process noise” corresponds to uncertainty in the
motion model, measurement noise is from uncertainty in the
sensing model, x denotes the state being estimated and z the
sensor measurements

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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What is a Kalman Filter (cont’d)?

> Recursive in the sense that it is “memory-less”

*»Does not require all previous data to be maintained in
memory and reprocessed at each time step

s»Propagates first and second order statistics only (i.e.
mean and variance/covariance)

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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The Gaussian Distribution

."/\.".

« A 1-D Gaussian distribution is defined as

hY
e

| e

2072

p(X) — 2 > e Gaussian p(x)
TO

« |In 2-D (assuming uncorrelated variables) this becomes

i _{(xl—ul)ﬁ(xz—uzf
- 207 205
p(X) = T
2ro,0,

* |In n dimensions, it generalizes to

1 ey =) In the Kalman filter, the process
p(x)= e and measurement noise MUST
\/(272')” | C | be normally distributed for
optimality to hold!
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A Quick Primer/Refresher

> The expected value for a random variable X is
(i.e. the mean) defined as
u=E(X)= Zn: p;x; fordiscrete X
i=1

u=E(X)= I xp, (x)dx for continuous X

—00

> The variance of X about the mean is defined as
o’ =E[(x—pu)’]= Zn:pl. (x,—u)* for discrete X

o’ =E[(x—p)’]= I(x — 1)’ p,(x)dx for continuous X

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
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A Quick Primer/Refresher (cont’d)

> When X is a vector, the variance is expressed in terms of a
covariance matrix C, where its entries c; are:

C, :E[()_éi _/Zli)T()_(’:j _ﬁj)]

> The resulting matrix has the form:

2
O, P126:0, ... P1,0,0,
2
C = £1,0,0, 0, o ,,0,0,
2
_plnalan 102n026n s Gn |

where p;; corresponds to the degree of correlation between
variables X; and X;
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The Correlation Coefficient

» Correlation is a means to estimate how two
functions/series are correlated. For a discrete series, it
is defined as

Z[(xi _:ux)(yi _luy)] C C

Xy

- \/Z(x — )’ \/Z(yi—uy)z ] JC.. jcyy ] 0.0,

where p denotes the correlation coefficient

> The denominator normalizes the correlation coefficient

such that
P € [_191]

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
14/07/2008 AND REHABILITATION™. 13th — 19th July 2008, Monte San Pietro (Bologna, Italy) 28/112



“Sensor Data Fusion” Silvio Simani

Our Simple Example Revisited

» Consider again the ship trying to estimate
its position.

> The position x from the stars was estimated
as z,=100 with a precision of ¢,=4 miles

A

V G .

100 X
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The Simple Example (cont’d)

> The second and more experienced navigator
(btw, a woman...) took her own sighting z,

> She estimated the position x= z, =125 with a
precision of ¢,=3 miles

A

|
| | >
100 125 X
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A Simple Example (cont’d)

1 1 N 1
— 2 2 2
= o o. o
— 1 1 1 25
_ —2 = —++ =
o 9 16 144
16+9 —=o0=24
A
-~ >
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The Simple Example (cont’d)

v With the distributions being Gaussian, the best
estimate for the state is the mean of the
distribution, so...

2 2
Gz O
— 2 + 21 =z
% 2 L 2 = 2 . 2 |22
Gzl 0-22 Gzl 022

or alternately

2

Z

— 1

> (z,—z,) Correction Term
o.+o_

=z, +K,(z, - z)

where K, is referred to as the Kalman gain, and
must be computed at each time step
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A Simple Example: “Part 2”

> OK, now you fall asleep on your watch. You wake up after
2 hours, and you now have to re-estimate your position

> Let the velocity of the boat be nominally 20 miles/hour,
but with a variance of ¢?,=4 miles?/hour

> What is the best estimate of your current position?
A

X,=116 X5 =? X
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A Simple Example

> The next effect is that the Gaussian is translated by a
distance and the variance of the distribution is increased to
account for the uncertainty in dynamics

X, =X, + VAt =>x, =116+40=156

oy =0,+0, At =g =576+8=13.76

(“prediction” step...)

X,=116 X5 =156 X
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A Simple Example (cont’d)

> OK, this is not a very accurate estimate. So, since you’ve
had your nap you decide to take another measurement and
you get z,=165 miles

> Using the same update procedure as the first update, we
obtain:

X; = x5 + Ky(z5 = x5)

(“correction” step...)

2 2 2
o, =0, —K,0;

= 13.76—[1313'76 }13.76 =7.40

76+16

and so on...
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The Predictor-Corrector Approach

> In this example, prediction came from using knowledge of
the vehicle dynamics to estimate its change in position

> The AIBO example would be integrating information from
the robot kinematics (i.e. you give it a desired [Xx, y, o]
velocities for a time At) to estimate changed in position

> The correction is accomplished through making
exteroceptive observations and then fusing this with your
current estimate

> This is akin to updating position estimates using landmark
information, etc.
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Process Model

> Describes how the state changes over time
> The state for the first example was scalar

> The process model was “nothing changes”

A better model might be:

> State is a 2-vector i.e. [position, velocity]

> position.,, = position, + velocity, * time

> velocity, ., = velocity,
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The Discrete Kalman Filter

> The Kalman filter addresses the problem of estimating the
state x € R"of a discrete-time controlled process governed
by the linear difference equation

X, =AX, +Bu, +w, NOTE: The

matrices A,B,H,Q

& R may be time
varying

and with a measurement z € R™ that is

z, =Hx, +v,

where w, and v, represent the process and measurement
noise. They are assumed independent, white, and with
Gaussian PDFs

pw)~N@0,Q)  p()~N(O,R)
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The Discrete Kalman Filter (cont’d)

> At each time step, the KF propagates both a state estimate
X, and an estimate for the error covariance P,. The latter
provides an indication of the uncertainty associated with
the state estimate

> As mentioned previously, the KF is a predictor-corrector
algorithm. Prediction comes in the time update phase, and
correction in the measurement update phase

mh

Time Update Measurement Update

(X, 5)

(Fras Pr) (%,.B,)

W
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The Time Update Phase

1. Predict the state ahead

X =Ax, +Bu,

k+1

2. Project the error covariance ahead

P~ =AP A" +Q

k+1

(... i.e. from model dynamics)
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Estimate Errors

> Let x," denote the true state at time k

> Let x, denote the prior estimate for x,’

> Let x, denote the posterior estimate for x,”
> The corresponding estimate errors are then

—_ * *

> The corresponding error covariances are then

P =lee'], P =lee]

> To minimize the posterior error covariance, the Kalman

gain takes the form S S
K, <P H'(HP, H" %R);
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The Measurement Update Phase

1. Compute the Kalman Gain K,
K, =P H'(HP H" +R)™

2. Update the estimate based on the new
measurement z,

X =X +K(Z, - Hx,)

k

3. Update the error covariance
Pk = -K.H)b
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The Kalman Gain

*» The optimal Kalman gain K, is:
K,=P,H HP,H  +R)’
~ PH
= HPk_HT R e real values

«» Compare with previous form:
2
o (4)

o' () + oy

K(t;) =
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The Discrete Kalman Filter

Predictio

Measurement Update

(%,,P) _> Time Update 1. Compute Kalman Gain
1. Project the state K. =P H (HEH +R)"
forward _

¥ = A)_ék + Bﬁk 2.. Update state estimate
kel with measurement z,
2. Project the xk =X, +K(z, — Hx,)
covariance forward
P = APkAT + Q 3. Update error covariance

k+1

P =(I-KH)P,

orrection
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One More Example:
2-D Position Only
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Apparatus: 2D Tablet
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Process Model

Ol|x,_,

L0 11y, ,_

sltafe

transttion N {{(—Jl
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Measurement Model

|
.._V[-_. 1 _)/',{_.

-

__ meastient __
meag%mmm b SIQ@}
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Preparation

State Transition

Process
Noise
Covariance

Measurement
Noise
Covariance
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Initialization
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PREDICT
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CORRECT
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K=P H"(HP,H"+R)

X, =X, +K(z, — Hx; )
b=(—-KH)f;
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Results: XY Track

| |
W
—_
L
ot
L
—
=
| —)
=

Estimate

1 1
1 1.2

X [meters]
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Y Track: Moving then Still

| |
;.ﬂ
—
L
S
L
—
=
| —)
e

Estimate

10 15 20 25
Time [seconds|
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Motion-Dependent Performance

L stimate
Measurement -
A5

...relatively
smooth
when not

significant
latency when
moving...
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Another Example
2-D Position-Velocity
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Process Model (PV)

state transition
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Measurement Model (Same)

measurement matrix state
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Different Performance

= L stimate
Measurement

improved ...relatively

latency when g | notsy
moving... | | when not
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KF Summary & Remarks

» For linear processes with white Gaussian noise, the KF
provides a provably optimal means for fusing
measurement information

* |n practice, the filter is “tuned” empirically by finding
“optimal” estimates for Q and R

* The linear constraints can be lifted, but the optimality
of the filter is lost

* This is the basis for the Extended Kalman Filter (EKF)
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Nonlinear Systems
Few Details...
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Kalman Filter assumes linearity

® Only matrix operations allowed
® Measurement is a linear function of state

® Next state is linear function of previous
state

® Can’t estimate gain
® Can’t handle rotations (angles in state)
® Can’t handle projection
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Extended Kalman Filter

Nonlinear Process (Model)

® Process dynamics: A becomes a(x)

® Measurement: H becomes h(x)

Filter Reformulation

® Use functions instead of matrices

® Use Jacobians to project forward, and to relate
measurement to state
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Jacobian?

® Partial derivative of measurement with
respect to state

® Jf measurement is a vector of length M
® And state has length N

® Jacobian of measurement function will be
MxN matrix of numbers (not equations)

® Often evaluating h(x) and Jacobian(h(x)) at
the same time cost only a little extra
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Extended Kalman Filter

* Suppose the state-evolution and
measurement equations are non-linear:

X, = f(X;,u,)+wW,

z, =h(x,)

\J?

— process noise w 1s drawn from N(0,Q), with

covariance matrix Q.

— measurement noise v is drawn from N(O,R),
with covariance matrix R.
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The Jacobian Matrix

* For a scalar function y=f(x),

Ay = f'(x)Ax
* For a vector function y=AXx),

Silvio Simani

Ay = JAX =

Ay I,

- |
Ay, a(X)

(x)

g4
o’k()

7,

AXx

AXx,

| - n—
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Linearise the Non-Linear

* Let A be the Jacobian of f with respect to x.
N/

i :g(xk—lﬂuk)

J

* Let H be the Jacobian of 4 with respect to x.
oh.
H =—-(x))
ij k
dvj

* Then the Kalman Filter equations are
almost the same as before!
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EKF Update Equations

e Predictor step: |X, = f(x,_,u,)

P =AP,_A" +Q

- Kalman gain: K, =P,H' (HP,H' +R)"’

e Corrector step: |X, =X, + K, (z, — h(x)))

P,=(1-K H)P,
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Some comments regarding
Kalman filtering...



“Sensor Data Fusion” Silvio Simani

Why Kalman “Filter”?

> The Kalman filter is a recursive estimator. This means that
only the estimated state from the previous time step and
the current measurement are needed to compute the
estimate for the current state.

> In contrast to batch estimation techniques, no history of
observations and/or estimates is required.

> |t is unusual in being purely a time domain filter; most
filters (for example, a low-pass filter) are formulated in
the frequency domain and then transformed back to the
time domain for implementation.
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Why Kalman “Filter”? (Cont’d)

e The Kalman filter can be regarded as an adaptive low-
pass infinite impulse response digital filter, with cut-off
frequency depending on the ratio between the process-
and measurement (or observation) noise, as well as the
estimate covariance.

» Frequency response is, however, rarely of interest when
designing state estimators such as the Kalman Filter,
whereas for digital filters such as |IR and FIR filters,
frequency response is usually of primary concern.

e For the Kalman Filter, the important goal is how accurate
the filter is, and this is most often decided based on
empirical Monte Carlo simulations, where "truth” (the
true state) is known.
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1-D Example: Estimating a Random Constant

« Suppose we are trying to estimate the value of a 1D constant from
corrupted sensor measurements. Our process model 1s then

X, ., =Ax, +Bu, +w,_ =x_+w,

z, =Hx, +v,=x,+v,

Variance of our

. measurement device
» The KF equations then are

Variance of our Variance of our h;/
state estimate signal level Measurement Upda

Time Update 4
\ X, =X, / Kk:Pk(Pkl
Pk@ X, =x, +K(z, —x;)
P.=(U-K,)P,
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“Sensor Data Fusion”
- - Predict
Simulation Results (1) /\!
Measurement Update
(%5, B)) ’ Time Update 1. Gompute Kalman Gain
1. Project the state K, =P H (HF,H +R)"
forward

2. Update state estimate with

X = AX, +Bi,
a4l measurement z,

2. Project the X, =i; +K(3 —H%;)
covarnance forward
P~ = 4P, AT + o 3. Update error covaniance
e+l g

P, =(I-K,H)F]
« Let us assume that x=7.5, Q=0.01, R=9

+ With perfect knowledge of the process and sensor covariance model, we obtain

14 - ,
12 *
H % - * 4 S
10 - *« o ¥ . v F oy e
Fl * e +
#*
22
. #
* e -
! ! ! ! ! ! |
10 15 20 25 30 35 40
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“Sensor Data Fusion”
Simulation Results (2 /\.
u at 0 e S u ts ( ) Measurement Update
(5. P) ’ Time Update 1. Compute Kalman Gain
1. Project the state K,=F H (HP,H +R)"
forward . §
X = Ax, +Bu} [2. Update state estimate with
41 measurement z,
2. Project the X, =¥ +K(5 - HX)
covanance forward
P = APA.AT +0 13- Update ermror covanance

i+l

P =(I-K,H)P,
\_CW
* Let us assume that x*=7.5, 0=0.01, R=9

» Let us further assume that the user believes that the sensor covariance R= 0.09

Promptness increased but
" ’ prediction not smooth!

12 ] # *
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Predict
Slm UIatl O n Re S ults (3 ) Qremenf Update

(%5, B) ’ Time Update 1. Compute Kalman Gain
1. Project the state K, =B H (HEH +R)!
forward

2. Update state estimate with

X~ = AX, + Bii,
A+l measurement z,

2. Project the X =¥ +K(Z - HZ;)
covariance forward
P = APA.AT e Q 3. Update error covarance
b+l g

P, =(I-K,H)P
\_W
* Let us assume that x=7.5, 0=0.01, R=9

» Let us further assume that the user believes that the sensor covariance R= 900
Promptness decreased but

1l * smooth prediction
12+ -
* % " * o
10 * #* * "
8_ e
6‘_ 2k
4 ¥
2_ | |
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Common Applications

> Tracking missiles
- Tracking moving objects
> GPS
> Computer vision
- Extracting lip motion from video

> Data fusion/integration
- Integration of spatio-temporal video segments

> Robotics
- Robust estimation and sensor data noise reduction

> State and parameter estimation for monitoring, fault
diagnosis and control

> Data smoothing and curve fitting
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Kalman Filters for Sensor
Fusion Implementation
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Multiple Sensor Implementations

On-line Model/Sensor Selection
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On-Line Multiple-Model Estimation

X

KFu, —
iu
KFp, —

L

Xy
KFu,

I, ={%X P H, R}
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Probability of Model u

For model u with JIRCERWENIPI¢

—%(z—Hﬁ;‘)T C ' (z—Hx)

oSel (=HPH' +R
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Final Combined Estimate
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MME Weighting

0
0

y [meters]|

TS =

Time [seconds]

p(HP | Z, nup)
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Low-Latency During Motion

00000 P Estimate
+++++ PV Estimate

75
Time [seconds]
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Smooth When Still

Silvio Simani

00000 P Estimate
+++++ PV Estimate

+

o +

e U+
T’Fﬁr e 4
. —-F-f_ .+__hr.._';|_}l-' -'{E"E-

+ "'Fl_;_ ++4 +LL«'.J"3T+ E s i

+ +

+
++ N
+ + +
- +
+n  H
P

+ +
+ +

.

+

232 234

14/07/2008

23.6

238 24 242
Time [seconds]

244 246
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AIBO Navigation System
Example
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»> Let’s say your AIBO takes 3 measurements of the
distance to a beacon as Z = [2000, 1900, 2100]T

»> What would be your estimate of the beacon distance?

> Well, a good estimate might be the mean of the 3
sensor values:

3
rCEZ)=Y piz, - 2000+19;)0+2100 2000
i=l1
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> Now let’s say your AIBO takes 3 measurements of the distance to

a beacon using another group’s shoddy code and you get Z =
[2000, 900, 3100]*

> We could again use the mean as the range estimate and obtain

3
r=E(Z)=Zpl. - 2000+900+3100 5000
i=1

3
» Would you have as much confidence in this estimate as the first?
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Kalman Filter for Data Fusion

» The main idea behind the Kalman filter is that you do not just
have an estimate for a parameter x but also have some
estimate for the uncertainty in your value for x

> This is represented by the variance/covariance of the
estimate P,

» There are many advantages to this, as it allows you a means
for estimating the confidence in your robot’s ability to
execute a task (e.g. navigating through a tight doorway)

> In the case of the KF, it also provides a nice mechanism for
optimally combining data over time

> This optimality condition assumes we have linear models, and
the error characteristics of our sensors can be modeled as
zero-mean, Gaussian noise.
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Data Fusion Example

> OK, let’s say we use code from Team 1 and Team 2 to
obtain two different measurements Z = [z,, z,]7 for the
range r to a beacon

> Let us further assume that the variance in each of these
sensor measurements is R, and R,, respectively

» How should we fuse these measurements in order to
obtain the “best” possible resulting estimate for r ?

> We'll define “best” from a least-squares perspective...

> We have 2 measurements that are equal to r plus some
additive zero-mean Gaussian noise v, and v,

z,=r+NO,R)=r+v,
z,=r+N(O,R,))=r+v,
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A Least-Squares Approach

z,=r+N(O,R)=r+v,
z,=r+N(O,R,))=r+v,

> We want to fuse these measurements to obtain a
new estimate for the range

> Using a weighted least-squares approach, the
resulting sum of squares error will be

€= Zn:Wi(ﬁ_Zi)z
> Mlmmlzmg this error with respect to 7 yields

Or arZw(r z,)’ —2ZW(7‘ z)=0
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A Least-Squares Approach (cont’d)

» Rearranging we have

2R
R R R R
f: 11 12:13 2R Zl+R lR 22
we obtain o T I
1 R2
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A Least-Squares Approach

» This can be rewritten as

F=z, R, ,—2,) Kalman
R, + R, _———  Gain
__~

rement to our current

or if we think of this as adding a new m
estimate of the state we would

P =F. P I A —i—/K\Z —7 )
k+1 k+1 Pk+_1 R k+1 k+1 k+1 k+1 k+1 X% k+1 k+1
» For merging Gaussian dlstnbutlons, the update rule is
1:14_120'12+c722 ~ 5= orers
2 2 2 2. 2 3 2 2
O; 0O, O, 0,0, 0, +O'2

which if we write in our measurement update equation form we get

PR
_ k+17Yk+1 -
})k+1 - 1)k+1 Kk+11)k+l

Pk+1 + Rk+1
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The Measurement Update Phase

» These are the measurement update equations for
the discrete Kalman filter

m
MeWWte

(;?O"PO‘) Time Update /Compute Kalman G}\
1. Project the state K, =P H'(HEH" +R)"
forward 2. Update stat timat
. - - . Update state estimate
x == AX; + Bu, with measuremen tz,
2. Project the X =X +K(Z, —Hx,)
covariance forward ‘
P = APkAT +Q 3. Update error covariance
K+l \P‘ :([_KkH)}-V
Estimate after
Measurement
Update

Prediction before |
Measurement —__

‘——— Measurement

“In % hrassnaseeee] g e ’SESSMENT
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Filter Simulation in Action
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Kalman Filter Localization Example

> Let’s say that we are going to use a Kalman filter to
localize our AIBO based upon taking range
measurement(s) to beacons

> We could write our state update equation as

V. At
y =y | +|V At
_H_ k+1 _9_k - G)At Jk

> This looks great as it’s nice and linear. Now let’s look
at our measurement equations taking range to a beacon

at (X,, V)

Ve = \/(xk _xb)2 + (Ve _yb)2
> But, we have a problem...
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Kalman Filter & EKF

*» Time update and measurement equations are NOT linear
% The KF is not applicable

*» We linearise around the nonlinearities, we can still get
good performance in practice

+ Development of the Extended Kalman Filter (EKF)

+ By relaxing the linear assumptions, the use of the KF is
extended dramatically

“» We can no longer use the word “optimal” with the EKF
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EKF Time Update Phase

> So the covariance is projected ahead as

Kalman Filter Extended Kalman Filter

where A is now the Jacobian of f with respect to x
and W is the Jacobian of f with respect to w

Measurement Update

Time Update 1. Compute Kalman Gain
1. Project the state forward

X = S (x,4,,0) 2. Update state estimate with

(%o, 5)

2. Project the covariance measuremen tz,
forward

P,;, = AkHPkAkHT + Wk+leVVk7;l

3. Update error covariance

W
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EKF Robot Implementation Example

* Assume that we have a mobile robot using odometer and
range measurements to landmark to estimate its position
and orientation

X =[xy, H]T

* Assume that the odometer provides a velocity estimate V
and an angular velocity estimate o that are both corrupted
by Gaussian noise

* We can write the state update equation as: y.

X X [V cos OAt | ’ X
y| =|y| +|VsinBOAt
_9_ . _Q_k i WAt | 2]

which is obviously non-linear in the state *
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EKF Measurement Update Phase

< Again, in the measurement update we can have a non-
linear relationship between our measurements and
state

Ek — h(yckﬂ‘?k)

and once again we will assume that the noise is zero
Ek — h(xk 90)

*» To propagate uncertainty, we shall again have to
calculate the appropriate Jacobians

- His the Jacobian relating changes in h to changes in our state x

- Vs the Jacobian relating changes in h to changes in the
measurement noise v

+ These are then substituted into the original KF as
appropriate
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EKF Measurement Update Phase (cont’d)
KF EKF
» Computing the Kalman Gain:
K, =P H'(HP H" +R)" K,=P H'(HP H" +VRV")™

> State Update:

X =X +K,(z, - Hx,) xk:xk—l_Kk(zk

» Covariance Update:
Pk = -K.H)F, Pk = -K.H)F,

NOTE: Some derivations will write this as Hx as well.
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The Discrete Extended Kalman Filter

Predict

& ) Measurement Update
x,, P -
0’ O_> Time Update 1. Compute Kalman Gain

1. Project the state forward K, :Ec_HkT(HkEc_HIZ +V.R VkT)—l

x;ﬂ — f (xk Uy 90) 2. Update state estimate with

2. Project the covariance measurement z,

forward X =X +K,(Z, —h(x;,0))

P =A_ PA. . +W_ OW!

S O 3. Update error covariance
P =(-K.H)F

Correct
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Robot Localisation & Mapping
Example
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SLAM Overview

Fundamental problems to provide a mobile
robot with autonomous capabilities:

“* how to create an environmental map with <— mapping
imperfect sensors?

*» how a robot can tell where it is on a map? < localization

< what if you’re lost and don’t have a map? «— ot S AM
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Localization, Where am I?

DOD

}; -

position Position Update

— | (Estimation?)

Prediction of A
Encoder " matched
_Iib Position » observations
(e.g. odometry)
| YES
Map " predicted position
data base L - — — — — -t Matchm o

% Odometry

*» Localization based on external sensors,
beacons or landmarks

%> Probabilistic Map Based Localization

A raw sensor data or
| extracted features

Observation

Perception
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Kalman Filter Localization

System error
source

System state

(desired but
not known)
Y Observed Optimal estimate of
Measuﬁﬂg measurement system state
devices -

Measurement
error sources
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Kalman Filter for Mobile Robot Localization

Prediction of ”w S
osition Estimation
Encoder p— Measurement and |- P (fusion)
. estimate
Position (odometry)
o A »
So matched predictions
Map B S and observations
data base % ®
o= YES
S &
Q
RS
Q- -
»- Matching
1. Prediction based on previous estimate and odometry
2. Observation with on-board sensors raw sensor data or
3. Measurement prediction based on prediction and map g extracted features
4. Matching of observation and map B, Observation
: : .. .. . v on-board sensors
5. Estimation -> position update (posteriori position) 5
=¥

Five steps: 1) Position Prediction, 2) Observation, 3) Measurement prediction,
4) Matching, 5) Estlmatlo
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Practical Application Examples (1)
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Practical Application Examples (2)
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Practical Application Examples (3)
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Matlab®/Simulink® Software Examples

1. Estimation example of a constant
signal with noise

> Matlab script & Simulink file

2. Estimation of an acceleration signal
» Simulink file

3. Estimation of velocity and
acceleration signals
> Matlab script file
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References & Lecture Notes

Final Remarks & Conclusion

» http://www.cs.unc.edu/~welch/kalman

v Electronic and printed references
= Book lists and recommendations
= Research papers
= Links to other sites
= Some software

»> http://www.ing.unife.it/simani/SDF _lesson.html
v Sensor Data Fusion
“»Practical applications & software example

“2nd Summer School on ADVANCED TECHNOLOGIES FOR NEURO-MOTOR ASSESSMENT
14/07/2008 AND REHABILITATION™. 13th — 19th July 2008, Monte San Pietro (Bologna, Italy) 112/112




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


