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Chapter 1

Introduction

The problem of Fault Detection and Isolation (FDI) in aircraft and aerospace systems has
attracted considerable attention world–wide and been theoretically and experimentally in-
vestigated with different types of approaches, as can be seen from the general survey works
(Gertler 1998, Chen and Patton 1999, Isermann 2005, Ding 2008). This development has been
mainly stimulated by the trend in automation toward systems with increasing complexity and
the growing demands for fault tolerance, cost efficiency, reliability, and safety which constitute
fundamental design features in modern control systems.

Sensors are the most important components for flight control and aircraft safety and, as
they work in a harsh environment, fault probabilities are high thus making these devices the
least reliable components of the system. In order to improve the reliability of the system sensors
hardware and software (analytical) redundancy schemes have been investigated over the last
twenty years (Chen and Patton 1999, Isermann 2005).

For small aircraft systems, as considered in this monograph, multiple hardware redundancy
is harder to achieve due to lack of operating space. Such schemes would also be costly and very
complex to engineer and maintain. Analytical redundancy makes use of a mathematical model
of the monitored process and is therefore often referred to as the model–based approach to Fault
Detection and Diagnosis (FDI) (Marcos et al. 2005c, Amato et al. 2006). The model–based FDI
is normally implemented as a computer software algorithm. The main problem of the model–
based approach regards the real complex systems, where modelling uncertainty arises inevitably,
because of process noise, parameter variations and modelling errors. The FDI of incipient faults
represents a challenge to model–based FDI techniques due to inseparable mixture between fault
effects and modelling uncertainty (Isermann 2005, Chen and Patton 1999).

A common and important approach in model–based techniques is known as the residual–
based method. A number of researchers have developed residual–based methods for dynamic
systems such as the parity space (Gertler 1998), state estimation (Basseville and Nikiforov
1993), Unknown Input Observer (UIO) and Kalman Filters (KF) (Chen and Patton 1999)
and parameter identification (Basseville and Nikiforov 1993). Intelligent techniques (Korbicz et
al. 2004) can be also exploited. Furthermore, the Massoumnia’s geometric method (Massoumnia
1986) was successfully extended to nonlinear systems (Hammouri et al. 1999, De Persis and
Isidori 2001).

A crucial issue with any FDI scheme is its robustness properties. The robustness problem
in FDI is defined as the maximisation of the detectability and isolability of faults together
with the minimisation of the effects of uncertainty and disturbances on the FDI procedure
(Chen and Patton 1999, Isermann 2005). However, many FDI techniques are developed for
linear systems. Unfortunately, practical models in real world are mostly nonlinear. Therefore,
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4 CHAPTER 1. INTRODUCTION

a viable procedure for practical application of FDI techniques is really necessary. Moreover,
robust FDI for the case of aircraft systems and applications is still an open problem for further
research.

This monograph deals with the residual generator design for the FDI of input–output
sensors of a general aviation aircraft, subject to wind gust disturbances and measurement
noises. Two different FDI schemes are developed: the Polynomial Method (PM) and the
NonLinear Geometric Approach (NLGA) (Benini et al. 2008a, Castaldi et al. 2009, Beghelli
et al. 2007a, Beghelli et al. 2007b, Simani and Benini 2007, Benini et al. 2008b, Bonfè et
al. 2008, Benini et al. 2009, Bonfè et al. 2006, Bonfè et al. 2007b, Bonfè et al. 2007a).

The developed polynomial scheme belongs to the parity space approach (Gertler 1998,
Gertler and Singer 1990, Patton and Chen 1994a), and it is based on an input–output polyno-
mial description of the system under diagnosis. In particular, the use of input–output forms
allows to easily obtain the analytical description for the disturbance decoupled residual gener-
ators. An appropriate choice of their parameters allows to maximise a suitable fault sensitivity
function and to obtain desired transient properties in terms of a fault to residual reference
transfer function. These dynamic filters, organised into bank structures, are able to achieve
fault isolation properties.

The development of nonlinear geometric approach methodology is based on the works by
De Persis and Isidori (De Persis and Isidori 2001). It was shown that the problem of the FDI
for nonlinear systems is solvable if and only if there is an unobservability distribution that leads
to a quotient subsystem which is unaffected by all faults but one. If such a distribution exists,
an appropriate coordinate transformations in the state–space can be exploited for designing a
residual generator only for the observable subsystem. The NLGA residual generators have been
designed in order to be analytically decoupled from the vertical and lateral components of the
wind. Moreover, a full analytical developed mixed H−/H∞ optimisation is proposed, in order
to design the NLGA residual generators so that a good trade–off between the fault sensitivity
and the robustness with respect to measurements and model errors is achieved.

Two FDI techniques exploiting the NLGA coordinate transformations are also proposed:
the NLGA–AF (Adaptive Filter) and the NLGA–PF (Particle Filter). The first one provides
both FDI and the estimation of the fault size; it relies on the development of adaptive filters,
instead of residual generators, for the observable subsystem obtained by the NLGA coordinate
transformation. The second one, exploits particle filters to solve the FDI problem for the
nonlinear stochastic model of the system under diagnosis, which is derived by following a
NLGA strategy.

A very accurate flight simulator (simulation model) of the PIPER PA–30 aircraft, imple-
mented in the Matlab/Simulink r© environment, has been used to evaluate the effectiveness of
the proposed method. The simulation model is based on the classical nonlinear 6 Degrees of
Freedom (6 DoF) rigid body formulation (Stevens and Lewis 2003), whose motion occurs as a
consequence of applied forces and moments (aerodynamic, propulsive and gravitational). The
overall simulation has been completed by means of the PIPER PA–30 propulsion system de-
scription as well as the models of atmosphere, servo–actuators and input–output sensors. The
description of the Navigation, Guidance and Control (NGC) system has been also included.

The PM residual generators have been designed on the basis of the linearised aircraft simula-
tion model in different flight condition. Since the aircraft simulation model does not match the
hypothesis to apply the NLGA methodology, a simplified nonlinear model has been developed
for the purpose of the NLGA–based filters design.

The final performances have been evaluated by adopting a typical aircraft reference tra-
jectory embedding several steady–state flight conditions, such as straight flight phases and
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coordinated turns. Comparisons with different disturbance decoupling methods for FDI based
on Neural Networks (NN) and Unknown Input Kalman Filter (UIKF) have been also provided.
Finally, extensive experiments exploiting Monte–Carlo analysis are used for assessing the over-
all capabilities of the developed FDI methods, in the presence of uncertainty, measurement and
modelling errors.

Thus, the main contributions of this monograph are related to the design and the optimi-
sation of two FDI schemes based on a linear polynomial method and the nonlinear geometric
approach. In the NLGA framework, two further FDI techniques are developed; the first one
relies on adaptive filters, whilst the second one exploits particle filters. The suggested de-
sign approaches leads to dynamic filters, the so–called residual generators, that achieve both
disturbance decoupling and robustness properties with respect to modelling errors and noise.
Moreover, the obtained results highlight a good trade–off between solution complexity and
achieved performances. The FDI strategies are applied to the aircraft model in flight condi-
tions characterised by tight–coupled longitudinal and lateral dynamics. The robustness and
the reliability properties of the residual generators related to the considered FDI techniques
are investigated and verified by simulating a general aircraft reference trajectory. Extensive
simulations exploiting the Monte–Carlo analysis tool are also used for assessing the overall
performance capabilities of the developed FDI schemes in the presence of both measurement
and modelling errors. Comparisons with other disturbance–decoupling methods for FDI based
on neural networks and unknown input Kalman filter are also reported.

1.1 Model–Based Fault Diagnosis Overview

There is an increasing interest in theory and applications of model–based fault diagnosis meth-
ods, expecially for aircraft and aerospace systems, because of economical and safety related
matters. In particular, well–established theoretical developments can be seen in many con-
tributions published in the IFAC (International Federation of Automatic Control) Congresses
and IFAC Symposium SAFEPROCESS (Fault Detection, Supervision and Safety of Technical
Processes) (Isermann and Ballé 1997, Isermann 1997, Patton 1999, Frank et al. 2000).

The developments began at various places in the early 1970’s. Beard (Beard 1971) and Jones
(Jones 1973) reported, for example, the well–known “failure detection filter” approach for linear
systems. A summary of this early development is given by Willsky (Willsky 1976). Then Rault
and his staff (Rault et al. 1971) have considered the application of identification methods to
the fault detection of jet engines. Correlation methods were applied to leak detection (Siebert
and Isermann 1976).

The first contribution on model–based methods for fault detection and diagnosis with spe-
cific application to chemical processes was published by Himmelblau (Himmelblau 1978). Sensor
failure detection based on the inherent analytical redundancy of multiple observers was shown
by Clark (Clark 1978).

The use of parameter estimation techniques for fault detection of technical systems was
demonstrated by Hohmann (Hohmann 1977), Bakiotis (Bakiotis et al. 1979), Geiger (Geiger
1982), Filbert and Metzger (Filbert and Metzger 1982).

The development of process fault detection methods based on modelling, parameter and
state estimation was then summarised by Isermann (Isermann 1984) and (Isermann 1997)

Parity equation-based methods were treated early (Chow and Willsky 1984), and then
further developed by Patton and Chen (Patton and Chen 1994b), Gertler (Gertler 1991), Höfling
and Pfeufer (Höfling and Pfeufer 1994).
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Frequency domain methods are typically applied when the effects of faults as well as distur-
bances have frequency characteristics which differ from each other and thus the frequency spec-
tra serve as criterion to distinguish the faults (Massoumnia et al. 1989, Frank et al. 2000, Ding
et al. 2000).

The developments of fault detection and isolation methods to the present time is summarised
in the books of Pau (Pau 1981), then Patton et al. (Patton et al. 2000), Basseville and Nikiforov
(Basseville and Nikiforov 1993), Chen and Patton (Chen and Patton 1999), Gertler (Gertler
1998), Isermann (Isermann 1994b) and in survey papers by Gertler (Gertler 1988), Frank (Frank
1990) and Isermann (Isermann 1994a).

Most contributions in fault diagnosis rely on the analytical redundancy principle. The basic
idea consists of using an accurate model of the system to mimic the real process behaviour. If a
fault occurs, the residual signal (i.e. the difference between real system and model behaviour)
can be used to diagnose and isolate the malfunction.

Model–based method reliability, which also includes false alarm rejection, is strictly related
to the “quality” of the model and measurements exploited for fault diagnosis, as model uncer-
tainty and noisy data can prevent an effective application of analytical redundancy methods.

This is not a simple problem, because model-based fault diagnosis methods are designed
to detect any discrepancy between real system and model behaviours. It is assumed that this
discrepancy signal is related to (has a response from) a fault. However, the same difference
signal can respond to model mismatch or noise in real measurements, which are erroneously
detected as a fault. These considerations have led to research in the field of “robust” methods,
in which particular attention is paid to the discrimination between actual faults and errors due
to model mismatch.

On the other hand, the availability of a “good” model of the monitored system can signifi-
cantly improve the performance of diagnostic tools, minimising the probability of false alarms.

This monograph is devoted to the explanation of what is a “good” model suitable for
robust diagnosis of system performance and operation. A large amount of attention is paid
to the “real system modelling problem”, with reference to either linear and nonlinear model
structures. Special treatment is given also to the case in which noise affects the acquired data.

The purpose of the monograph is to provide guidelines for the modelling of aircraft systems
oriented to fault diagnosis. Hence, significant attention is paid also to application of the methods
described to simulated system studies, as reported in the last chapters.

In particular, this first chapter of the monograph outlines a common terminology in the
fault diagnosis framework and gives some discussion and summary of developments in the field
of fault detection and diagnosis based on papers selected during 1991–2009.

1.2 Fault Diagnosis Terminology

By going through the literature, one recognises immediately that the terminology in this field
is not consistent. This makes it difficult to understand the goals of the contributions and to
compare the different approaches.

Therefore, the terminology used in this monograph is recalled below (IFI 1983, Reliability,
Availability and Maintainability Dictionary 1988, Isermann and Ballé 1997, Isermann 1997,
Patton 1999, Frank et al. 2000).

1. States and Signals
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Fault An unpermitted deviation of at least one characteristic property or parameter of
the system from the acceptable, usual or standard condition.

Failure A permanent interruption of a system’s ability to perform a required function
under specified operating conditions.

Malfunction An intermittent irregularity in the fulfilment of a system’s desired func-
tion.

Error A deviation between a measured or computed value of an output variable and its
true or theoretically correct one.

Disturbance An unknown and uncontrolled input acting on a system.

Residual A fault indicator, based on a deviation between measurements and model-
equation-based computations.

Symptom A change of an observable quantity from normal behaviour.

2. Functions

Fault detection Determination of faults present in a system and the time of detection.

Fault isolation Determination of the kind, location and time of detection of a fault.
Follows fault detection.

Fault identification Determination of the size and time-variant behaviour of a fault.
Follows fault isolation.

Fault diagnosis Determination of the kind, size, location and time of detection of a
fault. Follows fault detection. Includes fault detection and identification.

Monitoring A continuous real-time task of determining the conditions of a physical
system, by recording information, recognising and indication anomalies in the be-
haviour.

Supervision Monitoring a physical and taking appropriate actions to maintain the
operation in the case of fault.

3. Models

Quantitative model Use of static and dynamic relations among system variables and
parameters in order to describe a system’s behaviour in quantitative mathematical
terms.

Qualitative model Use of static and dynamic relations among system variables in
order to describe a system’s behaviour in qualitative terms such as causalities and
IF–THEN rules.

Diagnostic model A set of static or dynamic relations which link specific input vari-
ables, the symptoms, to specific output variables, the faults.

Analytical redundancy Use of more (not necessarily identical) ways to determine a
variable, where one way uses a mathematical process model in analytical form.
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4. System properties

Reliability Ability of a system to perform a required function under stated conditions,
within a given scope, during a given period of time.

Safety Ability of a system not to cause danger to persons or equipment or the environ-
ment.

Availability Probability that a system or equipment will operate satisfactorily and
effectively at any point of time.

5. Time dependency of faults

Abrupt fault Fault modelled as stepwise function. It represents bias in the monitored
signal.

Incipient fault Fault modelled by using ramp signals. It represents drift of the moni-
tored signal.

Intermittent fault Combination of impulses with different amplitudes.

6. Fault terminology

Additive fault Influences a variable by an addition of the fault itself. They may
represent, e.g., offsets of sensors.

Multiplicative fault Are represented by the product of a variable with the fault itself.
They can appear as parameter changes within a process.

1.3 Analytical Redundancy–Based FDI Methods

A traditional approach to fault diagnosis in the wider application context is based on hardware
or physical redundancy methods which use multiple sensors, actuators, components to measure
and control a particular variable. Typically, a voting technique is applied to the hardware
redundant system to decide if a fault has occurred and its location among all the redundant
system components. The major problems encountered with hardware redundancy are the extra
equipment and maintenance cost, as well as the additional space required to accommodate the
equipment (Isermann and Ballé 1997, Isermann 1997).

In view of the conflict between reliability and the cost of adding more hardware, it is
possible to use the dissimilar measured values together to cross-compare each other, rather
than replicating each hardware individually. This is the meaning of analytical or functional
redundancy. It exploits redundant analytical relationships among various measured variables
of the monitored process (Patton et al. 1989, Chen and Patton 1999).

In the analytical redundancy scheme, the resulting difference generated from the comparison
of different variables is called a residual or symptom signal. The residual should be zero when
the system is in normal operation and should be different from zero when a fault has occurred.
This property of the residual is used to determine whether or not faults have occurred (Patton
et al. 1989, Chen and Patton 1999).
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Consistency checking in analytical redundancy is normally achieved through a comparison
between a measured signal with estimated values. The estimation is generated by a mathe-
matical model of the considered plant. The comparison is done using the residual quantities
which are computed as differences between the measured signals and the corresponding signals
generated by the mathematical model (Patton et al. 1989, Chen and Patton 1999).

Figure 1.1 illustrates the concepts of hardware and analytical redundancy.

Plant
Input

Sensors

Redundant
sensors

FDI
mathematical

model

Diagnostic
logic

Diagnostic
logic

Fault
alarmOutput

Figure 1.1: Comparison between hardware and analytical redundancy schemes.

In practice, the most frequently used diagnosis method is to monitor the level (or trend)
of the residual and take action when the signal reaches a given threshold. This method of
geometrical analysis, whilst simple to implement, has a few drawbacks. The most serious is
that, in the presence of noise, input variations and change of operating point of the monitored
process, false alarms are possible.

The major advantage of the model-based approach is that no additional hardware compo-
nents are required in order to realise a FDI algorithm. A model–based FDI algorithm can be
implemented via software on a process control computer. In many cases, the measurements
necessary to control the process are also sufficient for the FDI algorithm so that no addi-
tional sensors have to be installed (Patton et al. 1989, Chen and Patton 1999, Basseville and
Nikiforov 1993).

Analytical redundancy makes use of a mathematical model of the system under investigation
and it is therefore often referred to as the model–based approach to fault diagnosis.

1.4 Fault Detection Methods

The task consists of the detection of faults on the technical process including actuators, com-
ponents and sensors by measuring the available input and output variables u(t) and y(t). The
principle of the model–based fault detection is depicted in Figure 1.2.

Basic process model–based FDI methods have been described by Patton et al. (Patton et
al. 1989), Basseville and Nikiforov (Basseville and Nikiforov 1993), Gertler (Gertler 1998) and
Patton et al. (Chen and Patton 1999, Patton et al. 2000):

1. Output Observers (OO, estimators, filters);

2. Parity equations;

3. Identification and parameter estimation.
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PlantActuators Sensors

Plant
model

Input

u(t)

Faults

Output

y(t)

Residual
generator

Model-based
fault detection

Residual
evaluation

Residualsr(t)

Fault alarm

Figure 1.2: Scheme for the model–based fault detection.

They generate residuals for output variables with fixed parametric models under method 1,
fixed parametric or nonparametric models under method 2 and adaptive nonparametric or
parametric models under method 3.

An important aspect of these methods is the kind of fault to be detected. As noted above,
one can distinguish between additive faults which influence the variables of the process by a
summation and multiplicative faults which are products of the process variables. The basic
methods show different results, depending on these types of faults.

If only output signals y(t) can be measured, signal model–based methods can be applied, e.g.
vibrations can be detected, which are related for example to rotating machinery or electrical
circuits. Typical signal model–based methods for fault detection can rely on bandpass filters,
spectral analysis (FFT), and maximum–entropy estimation.

The characteristic quantities or features from fault detection methods show stochastic be-
haviour with mean values and variances. Deviations from the normal behaviour must then be
detected by methods of change detection like mean and variance estimation, likelihood–ratio
test, Bayes decision, and run–sum test (Basseville and Nikiforov 1993).

1.5 Fault Diagnosis Robustness Problem

Model–based FDI makes use of mathematical models of the system. However, a perfectly
accurate mathematical model of a physical system is never available. Usually, the parameters
of the system may vary with time and the characteristics of the disturbances and noises are
unknown so that they cannot be modelled accurately. Hence, there is always a mismatch
between the actual process and its mathematical model even under no fault conditions. Such
discrepancies cause difficulties in FDI applications, in particular, since they act as sources of
false alarms and missed alarms. The effect of modelling uncertainties, disturbances and noise
is therefore the most crucial point in the model–based FDI concept and the solution to this
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problem is the key for its practical applicability (Chen and Patton 1999).

To overcome these problems, a model–based FDI scheme has to be insensitive to modelling
uncertainty. Sometimes, a reduction of the sensitivity to modelling uncertainty does not solve
the problem since the sensitivity reduction may be associated with a reduction of the sensitivity
to faults (Chen and Patton 1999, Gertler 1998). A more meaningful formulation of the FDI
problem is to increase insensitivity to modelling uncertainty in order to provide increasing fault
sensitivity.

An important task of the model–based FDI scheme is to be able to diagnose incipient faults
in a system. With respect to abrupt faults, incipient faults may have a small effect on residuals
and they can be hidden by disturbances. On the other hand, hard faults can be detected more
easily because their effects are usually larger than modelling uncertainties and a simple fixed
threshold is usually enough to diagnose their occurrence by residual analysis.

The presence of incipient faults may not necessarily degrade the performance of the plant,
however, they may indicate that the component should be replaced before the probability of
more serious malfunctions increases. The successful detection and diagnosis of incipient faults
can therefore be considered a challenge for the design and evaluation of FDI algorithms.

In this monograph, both observer– and filter–based approaches to robust FDI in dynamic
systems are summarised, and in particular applied to simulated aircraft nonlinear models. In
the context of automatic control, the term robustness is used to describe the insensitivity
or invariance of the performance of control systems with respect to disturbances, model–plant
mismatches or parameter variations. Fault diagnosis schemes, on the other hand, must of course
also be robust to the mentioned disturbances, but, in contrast to automatic control systems,
they must not be robust to actual faults. On the contrary, while generating robustness to
disturbances, the designer must maintain or even enhance the sensitivity of fault diagnosis
schemes to faults. Furthermore, the robustness as well as the sensitivity properties must be
independent of the particular fault and disturbance mode. Generally, the problem of robust
fault diagnosis can be divided into the tasks of robust residual generation followed by robust
residual evaluation.

In many cases, the disturbances and model–plant mismatches to which robustness must be
generated, are due to the use of linear models for describing dynamic behaviour of nonlinear
systems. In this contribution, modelling errors are avoided from the very beginning by focusing
on robust residual generation methods using linear and nonlinear system models. This in turn
simplifies the problem of residual evaluation without reducing the sensitivity to actual faults.

Effective tools for robust residual generation and even complete decoupling from external
disturbances and unknown system parameters can be provided, e.g., by unknown input ob-
servers which are introduced and applied to aircraft models. It is shown that the proposed
solution to the disturbance de–coupling problem provides, in addition, the solution to both the
fault detection and fault isolation problems.

On the other hand, many dynamic processes can only be described effectively using nonlinear
mathematical models. Most of the existing observer–based FDI techniques, however, are limited
to the use of linear process models. The methods that can be found in the literature are based
on the assumption that the system under supervision stays, during normal operation, in a
neighbourhood of a certain known operating point (Chen and Patton 1999, Patton et al. 2000)

It is clear that, as almost every process system is nonlinear, the modelling errors almost
always reduce the accuracy of the linear model and therefore the performance of the FDI
algorithm is compromised. Various methods for generating robustness to linearisation have
been proposed in the literature.

Because of this point, this monograph also surveys the state of the art of robustness methods
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and it presents some important ideas concerning the development of the use of nonlinear models
for FDI. In this contribution, the available model–based approaches are generalised, and thus
extended to a wider class of nonlinear dynamic systems.

In order to accommodate the application of robust FDI concepts, disturbances and parame-
ter uncertainties of the monitored plants, as well as faults are modelled in the form of unknown
input signals. It is shown that, provided certain conditions can be met, complete de–coupling of
the residual from disturbances as well as from the parameter uncertainties of the process model
can be achieved, whilst the sensitivity of the residual to faults is maintained. As the faults
are also modelled in the form of external signals, this method additionally provides tools for
the purpose of fault isolation. Fault isolation requires the de-coupling of the effects of different
faults on the residual and this, in turn, allows for decisions on which fault or faults out of a
given set of possible faults has actually occurred.

These residual properties must be completely independent of the magnitude or frequency of
the unknown inputs and the faults. This is crucial, in cases where no a priori knowledge about
these properties is available. For systems, where the complete decoupling of the remaining
unknown inputs or faults from the residual proves impossible, a threshold selection method,
employing functional analytic methods and appropriate vector and operator norms can be ex-
ploited. This technique provides a tool for the robust evaluation of the residuals which have
been generated by unknown input observers. Using the same functional analysis methods as
employed for threshold selection, a performance index can be defined which allows for perfor-
mance evaluation and, to a certain degree, also allows for optimal residual generator design
(Patton et al. 2000).

1.6 Fault Identification Methods

If several symptoms change differently for certain faults, a first way of determining them is to
use classification methods which indicate changes of symptom vectors.

Some classification methods are based e.g. on geometrical distance and probabilistic meth-
ods, artificial neural networks, and fuzzy clustering (Patton et al. 1989, Basseville and Nikiforov
1993, Gertler 1998, Babuška 1998, Chen and Patton 1999).

When more information about the relations between symptoms and faults is available in
the form of diagnostic models, methods of reasoning can be applied. Diagnostic models then
exist in the form of symptom–fault causalities, e.g. in the form of symptom-fault tree. The
causalities can be expressed as IF–THEN rules. Then analytical as well as heuristic symptoms
(from operators) can be processed. By considering these symptoms as vague facts, probabilistic
or fuzzy set descriptions lead to a unified symptom representation. By using forward and
backward reasoning, probabilities or possibilities of faults are obtained as a result of diagnosis.
Typical approximate reasoning methods rely on probabilistic reasoning, possibilistic reasoning
with fuzzy logic, reasoning with artificial neural networks (Basseville and Nikiforov 1993, Chen
and Patton 1999).

This very short consideration shows that many different methods have been developed
during the last 30 years. It is also clear that many combinations of them are possible.

Based on more than 300 publications during the last 20 years, it can be stated that parameter
estimation and observer–based methods are the most frequently applied techniques for fault
detection, especially for the detection of sensor and process faults. Nevertheless, the importance
of neural network–based and combined methods for fault detection is steadily growing. In most
applications, fault detection is supported by simple threshold logic or hypothesis testing. Fault
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isolation is often carried out using classification methods. For this task, neural networks are
being more and more widely used.

The number of applications using nonlinear models is growing, while the trend of using
linearised models is diminishing. It seems that analytical redundancy–based methods have their
best application areas in mechanical systems where the models of the processes are relatively
precise. Most nonlinear systems under investigation belong to the group of thermal and fluid
dynamic processes. The field of applications to chemical processes has few developments, but
the number of applications is growing. The favourite linear process under investigation is the DC
motor. In general, the trend is changing from applications to safety-related processes with many
measurements, as in nuclear reactors or aerospace systems, to applications in common technical
processes with only a few sensors. For diagnosis, classification and rule-based reasoning methods
are the most important and the use of neural network classification as well as fuzzy logic–based
reasoning is growing.

1.7 FDI Application Review

Because of the many publications and increasing number of applications in the last 30 years,
it is of interest to show some trends (Patton et al. 1989, Gertler 1998, Chen and Patton 1999,
Patton et al. 2000, Blanke et al. 2006, Ding 2008). Therefore, a literature review of both
IFAC and IEEE/IEE FDI–related contributions is briefly discussed in the following. These
contributions taking into account the applications reported in Table 1.1 were considered. The
type of faults considered are distinguished according to Table 1.2. Among all contributions,
the fault detection methods were classified as in Table 1.3. The change detection and fault
classification methods are indicated by Table 1.4. The reasoning strategies for fault diagnosis
are reported in Table 1.5. The contributions considered are summarised in Table 1.6. The
evaluation has been limited to the Fault Detection and Diagnosis (FDD) of laboratory, pilot
and dynamic processes.

Table 1.1: FDI applications and percentage of contributions.
Application Contributions

Simulation of real systems 30%
Large–scale systems 30%
Small–scale systems 10%

Full–scale industrial systems 30%

Table 1.2: Fault type and percentage of contributions.
Fault type Contributions

Sensor faults 30%
Actuator faults 20%
Process faults 40%

Controller faults 10%

Among all the described processes, linear models have been used much more than nonlinear
ones. On processes with nonlinear models, methods based on observers and filters are mostly
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Table 1.3: FDI methods and percentage of contributions.
Method type Contributions

Observer/Filters 30%
Parity space 20%

Parameter estimation 30%
Frequency spectral analysis 10%
Neural nets/fuzzy systems 10%

Table 1.4: Evaluation methods and percentage of contributions.
Evaluation method Contributions

Neural networks 60%
Fuzzy logic 10%

Bayes classification 10%
Hypothesis testing 20%

Table 1.5: Reasoning strategies and percentage of contributions.
Reasoning strategy Contributions

Rule based 60%
Sign directed graph 10%
Fault symptom tree 10%

Fuzzy logic/neural nets 20%

Table 1.6: Applications of model–based fault detection.
FDD Contributions

Milling processes 12%
Power plants 15%

Fluid dynamic processes 6%
Combustion engines and turbines 12%

Automotive 4%
Miscellaneous 12%

Electric motors 18%
Stirred tank reactor 9%

Transportation system 8%
Nuclear process 4%

applied, but parity equations and neural networks also play an important role. On processes
with linear or linearised models, parameter estimation and observer–based methods are used.
Parity space and combined methods are also used in several applications, but not to the same
extent as observer–based and parameter estimation methods.

Concerning the fault diagnosis methods, in recent years, the field of classification approaches,
especially with neural networks and fuzzy logic has steadily been growing. Also, rule–based
reasoning methods are increasingly being based on fault diagnosis. A growing application of
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fuzzy rule–based reasoning can be stated. Applications using neural networks for classification
are increasing and the trends are analogous to the increasing number of nonlinear system
investigations. Nevertheless, the classification of generated residuals seems to remain the most
important application area for neural networks.

1.8 Monograph Outline

To detect and isolate faults in a dynamic system, based on the use of an analytical model, a
residual signal has to be used. It is derived from a comparison between real measurements
and the relative estimates (generated by the model). The modelling uncertainty problem can
be tackled by designing a FDI scheme, whose residuals are insensitive to uncertainties whilst
sensitive to faults.

The aim of the design of a FDI scheme is to reduce the effects of uncertainties on the
residuals and to enhance the effects of faults acting on the residuals. The main aim of this
monograph is to develop and present residual generators for model–based fault diagnosis of an
aircraft nonlinear model by means of input and output signals. The monograph consists of
7 chapters and they are devoted to the particular problem in residual generation and the are
organised as follows.

Chapter 1 presents an introduction to the fault diagnosis problem and the most popular
FDI approaches are briefly recalled.

For the readers not familiar with the basic principles of fault diagnosis, a short review of
model–based FDI and FDD is reported in Chapter 2.

Chapter 3 presents the aircraft simulation model. The equations of motion of the 6 DoF
rigid body aircraft are obtained. The subsystems completing the overall simulation model are
described, in particular wind gust disturbances and input–output measurement errors are taken
into account. Finally, the simplified aircraft models exploited to design the residual generators,
the so–called FDI models, are introduced.

Chapter 4 presents the PM FDI scheme. The residual generators are designed from the
input–output description of the linearised aircraft model and the disturbance decoupling is
obtained by computing a basis for the left null space of the disturbance distribution matrix.
The residual generators design is performed in order to achieve both maximisation of a suitable
fault sensitivity function and desired transient properties in terms of a fault to residual reference
transfer function. Finally, the residual generators are organised into a bank structure in order
to achieve fault isolation properties.

Chapter 5 presents the NLGA FDI scheme. The residual generators design scheme, based on
the structural decoupling of the disturbance obtained by means of a coordinate transformation
in the state space and in the output space, is proposed. The developed theory is applied to a
simplified input affine model of the aircraft and the residual generators for the input sensors FDI
are obtained. The NLGA robustness is improved by means of a procedure based on the mixed
H−/H∞ optimisation of the tradeoff between fault sensitivity, disturbances and modelling. The
NLGA scheme is modified in order to obtain an adaptive filters scheme, i.e. the NLGA–AF. In
particular, the least–squares algorithm with forgetting factor is used to develop the adaptive
nonlinear filters providing both the input sensors FDI and the estimation of the fault size.
By combining the particle filtering algorithm with the NLGA coordinate transformation, the
NLGA–PF is proposed. In particular, the basic particle filter theory is applied to obtain a
particle filter for throttle sensor FDI.

Chapter 6 presents the simulation results. The threshold evaluation logic and the FDI
procedure for a complete aircraft trajectory are described. The suggested design strategies
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are tested by considering a flight condition characterised by tight–coupled longitudinal and
lateral dynamics. A typical aircraft reference trajectory embedding several steady–state flight
conditions, such as straight phases and coordinated turns, is exploited in order to evaluate
the robustness properties of the proposed PM and NLGA. A comparison with widely used
data–driven and model–based FDI scheme with disturbance decoupling, such as NN and UIKF
diagnosis methods, is also provided. Finally, the reliability and the robustness properties of
the designed residual generators to model uncertainty, disturbances and measurements noise
for the aircraft nonlinear model are investigated via Monte–Carlo simulations.

Finally, Chapter 7 summarises the contributions and the achievements of the work.



Chapter 2

Review of Fault Diagnosis Methods

The model–based approach to fault detection in dynamic systems has been receiving more and
more attention over the last two decades, in the contexts of both research and real application.

Stemming from this activity, a great variety of methods are found in current literature,
based on the use of mathematical models of the process under investigation and exploiting
modern control theory.

Model–based fault detection methods use residuals which indicate changes between the
process and the model. One general assumption is that the residuals are changed significantly
so that a detection is possible. This means that the residual size after the appearance of a fault
is large and long enough to be detectable.

This chapter provides an overview on different fault diagnosis methods, which in general
require the knowledge of a mathematical model of the system under investigation. As there
is almost never an exact agreement between the model used to represent the process and the
process itself, the model–reality discrepancy is of primary interest.

Hence, the most important issue in model–based fault detection is concerned with the
accuracy of the model describing the behaviour of the monitored system. This issue has become
a central research theme over recent years, as modelling uncertainty arises from the impossibility
of obtaining complete knowledge and understanding of the monitored process.

The main focus of this chapter regards the modelling aspects of the process, whose faults
are to be detected and isolated. The chapter also studies the general structure of a controlled
system, its possible fault locations and modes. Residual generation is then identified as an
essential problem in model–based FDI, since, if it is not performed correctly, some fault infor-
mation could be lost. A general framework for the residual generation is also recalled.

Residual generators based on different methods, such as state and output observers, parity
relations and parameter estimations, are just special cases in this general framework. In the
following, some commonly used residual generation and evaluation methods are recalled and
their mathematical formulation discussed.

Finally, the chapter presents and summarises special features and problems regarding the
different methods.

2.1 Model–based FDI Techniques

According to the definitions given in (Isermann and Ballé 1997, Isermann 1997) model–based
FDI can be defined as the detection, isolation and identification of faults on a system by means
of methods which extract features from measured signals and use a priori information on the
process available in term of a mathematical models.

17
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Faults are thus detected by setting fixed or variable thresholds on residual signals generated
from the difference between actual measurements and their estimates obtained by using the
process model.

A number of residuals can be designed with each having sensitivity to individual faults
occurring in different locations of the system. The analysis of each residual, once the threshold
is exceeded, then leads to fault isolation.

Figure 2.1 shows the general and logic block diagram of model–based FDI system. It
comprises two main stages of residual generation and residual evaluation. This structure was
first suggested by Chow and Willsky in (Chow and Willsky 1980) and now is widely accepted
by the fault diagnosis community.

Process

Residual
generation

Residual
evaluation

Input Output

Measurements

Residuals

Fault information

Figure 2.1: Structure of model-based FDI system.

The two main blocks are described as follows:

1. Residual generation: this block generates residual signals using available inputs and
outputs from the monitored system. This residual (or fault symptom) should indicate
that a fault has occurred. It should normally be zero or close to zero under no fault
condition, whilst distinguishably different from zero when a fault occurs. This means
that the residual is characteristically independent of process inputs and outputs, in ideal
conditions. Referring to Figure 2.1, this block is called residual generation.

2. Residual evaluation: this block examines residuals for the likelihood of faults and
a decision rule is then applied to determine if any faults have occurred. The residual
evaluation block, shown in Figure 2.1, may perform a simple threshold test (geometrical
methods) on the instantaneous values or moving averages of the residuals. On the other
hand, it may consist of statistical methods, e.g., generalised likelihood ratio testing or
sequential probability ratio testing (Isermann 1997, Willsky 1976, Basseville 1988, Patton
et al. 2000).

Most contributions in the field of quantitative model–based FDI focus on the residual generation
problem, since the decision–making problem can be considered relatively straightforward if
residuals are well–designed.

Section 2.2 presents a number of different strategies for solving the quantitative residual
generation problem.
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2.2 Modelling of Faulty Systems

This monograph is mainly concerned with Multi–Input Multi–Output (MIMO) dynamic sys-
tems.

The first step in FDI model–based approach consists of providing a mathematical description
of the system under investigation, which shows all the possible fault cases, as well.

The detailed scheme for FDI techniques here presented is depicted by Figure 2.2.
The main components are the system under investigation, the Actuators and Sensors, which

can be further sub–divided as input and output sensors, and finally the Controller.

PlantActuators

Controller

Reference
signals

Input
sensors

Output
sensors

FDI system

u∗(t) y∗(t)

u(t) y(t)

uR(t)

Figure 2.2: Fault diagnosis in a closed-loop system.

In the following, the system working conditions will be monitored by means of its input
u(t) and output y(t) measurements and signals from the controller uR(t) which are supposed
completely available for fault diagnosis purposes. Also, as shown in Figure 2.3, the behaviour
of any controller that drives the system is inherently taken into consideration.

Figure 2.3: The rearranged fault diagnosis scheme.

It is worth noting that, when the signals uR(t) from the controller or measurements of the
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model inputs u(t) are not available, the controller plays an important role in the design of the
FDI scheme, as a robust controller may desensitise faults effects and make diagnosis difficult.

Once the actual process inputs and outputs u∗(t) and y∗(t) (usually not available) are
measured by the input and output sensors, FDI theory can be treated as an observation problem
of u(t) and y(t). The monitored system considered for FDI purpose can be therefore rearranged
as illustrated in Figure 2.3.

Concerning the occurrence of malfunctions, the location of faults and their modelling, the
system under diagnosis can be separated into the following different parts which can be affected
by faults:

• Actuators,

• Process or system components,

• Input sensors,

• Output sensors,

• Controller.

With respect to previous work (see, e.g., in the references (Patton et al. 1989, Gertler 1998,
Patton et al. 2000)), it is necessary to distinguish between input and output sensors.

Figure 2.3 shows that the input and output signals u∗(t) and y∗(t) are acquired in order to
obtain the measurements u(t) and y(t) from the sensors. This fault scenario can be summarised
by the diagram shown in Figure 2.4.

Figure 2.4: The controlled system and fault topology.

Fig. 2.4 also shows the situation where the controller can be affected by faults, since the
monitored process consists of a closed-loop system. However, because of technological reasons
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(e.g., the control action is performed by a digital computer), when the actuator is considered as
a part or a component of the whole controller device, the former can be treated as subsystem
where faults are likelier to occur, whilst the latter remains free from faults.

Under these assumptions, as depicted in Fig. 2.5 when system is considered in view of
fault location, since input and output measurements are supposed completely available for
FDI purposes, hence the controller behaviour in the design of a fault diagnosis scheme can be
neglected as well as the interconnection between control system and the process.

PlantActuators

Input
sensors

Output
sensors

u∗(t) y∗(t)

u(t) y(t)

uR(t)

fa(t) fc(t)

fu(t) fy(t)

Figure 2.5: The monitored system and fault topology.

Under the hypothesis of linearity, process dynamics can be described by the following
continuous–time, time–invariant, linear dynamic system in the state–space form:{

ẋ(t) = Ax(t) + B u∗(t)
y∗(t) = C x(t)

(2.1)

where x(t) ∈ �n is the system state vector, u∗(t) ∈ �r is the input signal vector driven by
actuators, and y∗(t) ∈ �m is the real system output vector, not directly available. A, B, and
C are system matrices with appropriate dimensions obtained by modelling or identification
procedure.

With reference to Fig. 2.5, a component fault vector fc(t) affects process dynamics as follows:

ẋ(t) = Ax(t) + B u∗(t) + fc(t) (2.2)

In some cases, component faults come from a change in the system parameters, e.g., a change
in entries of the A matrix. For example, a change in the i–th row and the j-th column of the
A matrix, leads to a fault vector fc(t) described as

fc(t) = Ii∆aijxj(t) (2.3)

where xj(t) in the j-th element of the vector x(t) and Ii is a n-dimensional vector with all zero
except a “1” in the i-th element.

As stated previously, as the actual process output y∗(t) is not directly available, a sensor is
used to acquire a measure of the system outputs. Moreover, generally speaking, a sensor can
be also used to measure the system inputs u∗(t) (e.g., for uncontrolled system).

By neglecting sensor dynamics, faults on input and output sensors are modelled with addi-
tive signals, respectively, as: {

u(t) = u∗(t) + fu(t)
y(t) = y∗(t) + fy(t)

(2.4)
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where the vectors fu(t) = [fu1(t) . . . fur(t)]
T and fy(t) = [fy1(t) . . . fym(t)]T are chosen to de-

scribe a fault situation. For example, if the sensor outputs are stuck at a fixed value ū be-
cause of a malfunction, the measurement vector is u(t) = ū and the fault can be written as
fu(t) = −u∗(t) + ū.

On the other hand, when the sensors are affected by a multiplicative fault δ, the measure-
ments become u(t) = (1 + δ)u∗(t), and the fault vector can be written as fu(t) = δu∗(t).

Usually, as shown in the following, fault modes can be described by step and ramp signals
in order to model abrupt and incipient (hard to detect) faults, representing bias and drift,
respectively.

Moreover, for technical reasons, sensor output signals are generally affected by measurement
noise. Fault–free sensor signals u(t) and y(t), with additive noise can be modelled as:{

u(t) = u∗(t) + ũ(t)
y(t) = y∗(t) + ỹ(t)

(2.5)

in which the sequences ũ(t) and ỹ(t) are usually described as stochastic processes.
In this case, taking into account the effects of faults and noise, (2.4) has to be replaced by:{

u(t) = u∗(t) + ũ(t) + fu(t)
y(t) = y∗(t) + ỹ(t) + fy(t)

(2.6)

By neglecting the actuator block, Fig. 2.6 shows the structure of the measurement process.

Plant

Input
sensors

Output
sensors

u∗(t) y∗(t)

u(t) y(t)

f̃u(t) f̃y(t)

Figure 2.6: The structure of the system sensors.

With reference to a controlled system, according to Fig. 2.5, signals u∗(t) are the actuator
response to the command signals uR(t).

A purely algebraic actuator (i.e. with gain equal to 1) can be described by:

u∗(t) = uR(t) + fa(t) (2.7)

where, similarly to input-output sensor fault situation, fa(t) ∈ �r is the actuator fault vector.
In general, as shown in Fig. 2.5, if the the actuation signals u∗(t) are assumed to be mea-

surable, by neglecting input and output sensor noises, the process model with fault can be
described by the following system equation:⎧⎨⎩

ẋ(t) = Ax(t) + fc(t) + B u∗(t)
y(t) = C x(t) + fy(t)
u(t) = u∗(t) + fu(t)

(2.8)

On the other hand, Fig. 2.7 represents the case where the uR signals are measured only by the
input sensors.

Such a configuration represents a critical situation with respect to the input sensor connec-
tion depicted in Fig. 2.5.
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Figure 2.7: Fault topology with actuator input signal measurement.

In this situation, actuator faults cannot be directly related to the input measurements u(t)
but their effects can only be detected by means of output signals y(t).

By taking into account also actuator faults fa(t), the description below is obtained:⎧⎨⎩
ẋ(t) = Ax(t) + fc(t) + Bfa(t) + Bu∗(t)
y(t) = Cx(t) + fy(t)
u(t) = u∗(t) + fu(t)

(2.9)

Moreover, considering the general case, a system affected by all possible faults can be described
by the the following state–space model:⎧⎨⎩

ẋ(t) = Ax(t) + B u∗(t) + L1 f(t)
y(t) = C x(t) + L2 f(t)
u(t) = u∗(t) + L3f(t)

(2.10)

where entries of the vector f(t) = [fT
a , fT

u , fT
c , fT

y ]T ∈ �k correspond to specific faults.
In practice, it is reasonable to assume that the fault signals are described by unknown time

functions. The matrices L1, L2, L3 are known as faulty entry matrices which describe how the
faults enter the system.

The vectors u(t) and y(t) are the available and measurable inputs and outputs, respectively.
Both vectors are supposed known for diagnosis purpose.

The distribution of the fault in the system depicted in Fig. 2.5 can be described as input–
output transfer matrix representation in the following form:

y(s) = Gyu∗(s) u∗(s) + Gyf (s) f(s) (2.11)

s being the differential operator, whilst the transfer matrices Gyu∗(s) and Gyf (s) are defined
as: {

Gyu∗(s) = C(s I − A)−1B

Gyf (s) = C(s I − A)−1L1 + L2
(2.12)

where u∗(s) and f(s) are the Laplace transforms of the signals u∗(t) and f(t) respectively.
Both the general models for FDI described by Equations (2.10) and (2.11) in the time

and frequency domain, respectively, have been widely accepted in the fault diagnosis literature
(Patton et al. 1989, Patton et al. 2000, Chen and Patton 1999, Gertler 1998).

Under these assumptions, the general model–based FDI problem here treated can be per-
formed on the basis of the knowledge only of the measured sequences u(t) and y(t).
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Frequency domain descriptions can be applied when the effects of faults as well as the distur-
bances have frequency characteristics which differ from each other and thus information in the
frequency spectra serve as criteria to distinguish the faults (Ding and Frank 1990, Massoumnia
et al. 1989).

2.3 Residual Generator Functions

In this section, a short review is given on fault detection methods based on process models and
signal models.

The most frequently used fault diagnosis methods exploit the a priori knowledge of char-
acteristics of certain signals. As an example, the spectrum, the dynamic range of the signal
and its variations may be checked. However, the necessity of a priori information concerning
the monitored signals and the dependence of the signal characteristics on unknown working
conditions of the system under diagnosis are main drawbacks of such a class of methods.

The most significant contribution in modern model–based approaches is the introduction
of the symptom or residual signals, which depend on faults and are independent of system
operating states. They represent the inconsistency between the actual system measurements
and the corresponding signals of the mathematical model.

The residual generator block introduced in Fig. 2.1 can be interpreted as illustrated in
Fig. 2.8 (Basseville 1988).

Inputs Outputs

Plant

Residuals

u(t) y(t)

W1

(
u(·), y(·)) W2

(
z(·), y(·))

z(t) r(t)

Figure 2.8: Residual generator general structure.

According to this structure, the auxiliary redundant signal z(t) is generated by the function
W1

(
u(·), y(·)) and, together with the measurement y(t), the symptom signal r(t) is computed

by means of W2

(
z(·), y(·)).

In the fault–free case, the following relations are satisfied:{
z(t) = W1

(
u(·), y(·))

r(t) = W2

(
z(·), y(·)) = 0.

(2.13)

When a fault occurs in the system, the residual r(t) will be different from zero.

The simplest residual generator is depicted in Fig. 2.9 and it is obtained when the system
W1 is a system identical model z(t) = W1

(
u(·)), or it is an input–output description for the

actual process obtained from system modelling or identification procedure.
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In the former case, the measurement y(t) is not required in W1 because it is a system
simulator. The signal z(t) represents the simulated output and the residual is computed as
r(t) = z(t)−y(t). Since it is an open–loop system, the process simulation may become unstable.

Plant
+

-
�

Residuals

Simulator or
output estimator

u(t) y(t)

z(t)

y(t)

Figure 2.9: Residual generation via system simulator.

An extension to the model–based residual generation is to replace W1

(
u(·)) by W1

(
u(·), y(·)),

i.e. an output estimator fed by both system input and output. In such a case, the function W1

generates an estimation of a function of the output W1

(
u(·), y(·)) = My(t), whilst the function

W2 can be defined as W2

(
z(·), y(·)) = W

(
z(t) − My(t)

)
, W being a weighting matrix.

Concluding, no matter which type of method is used, the residual generation process is
nothing but a function mapping, whose inputs consist of process inputs and outputs.

As an example, Fig. 2.10 represents a general structure for all residual generators using the
input–output transfer matrix description was presented by Patton and Chen in (Patton and
Chen 1991a).

++

++

u∗(s) y(s)

y(s)

f(s)

Hu∗(s) Hy(s)

Gyf (s)

Gyu∗(s)

System

Residual Generator

Figure 2.10: Residual generator layout.



26 CHAPTER 2. REVIEW OF FAULT DIAGNOSIS METHODS

With reference to Equations (2.11) and (2.12), the residual generator structure is expressed
mathematically by the generalised representation:

r(s) =
[

Hu∗(s) Hy(s)
] [ u∗(s)

y(s)

]
= Hu∗(s)u∗(s) + Hy(s)y(s) (2.14)

where Hu∗(s) and Hy(s) are the transfer matrices, which can be designed using stable continuous–
time linear systems. The functions u∗(s), y(s), r(s), and f(s) are the Laplace transforms of
the corresponding continuous–time signals.

According to its definition, the residual r(t) has to be designed to become zero for for
fault–free case and different from zero in case of failures. This means that

r(t) = 0 if and only if f(t) = 0 (2.15)

In order to satisfy the Equation (2.15), the design of the transfer matrices Hu∗(s) and Hy(s)
must satisfy to the constraint conditions:

Hu∗(s) + Hy(s) Gyu∗ = 0 (2.16)

As it will be shown in the following chapters, it is worth noting that different residual generators
can be obtained by using different parametrisations of Hu∗(s) and Hy(s) (Patton and Chen
1991a, Chen and Patton 1999).

After generating the residual, the simplest and most widely used way to fault detection is
achieved by directly comparing residual signal r(t) or a residual function J (r(t)) with a fixed
threshold ε or a threshold function ε(t) as follows:{

J (r(t)) ≤ ε(t) for f(t) = 0
J (r(t)) > ε(t) for f(t) �= 0

(2.17)

where f(t) is the general fault vector defined in Equation (2.10). If the residual exceeds the
threshold, a fault may be occurred.

This test works especially well with fixed thresholds ε if the process operates approximately
in a steady–state and it reacts after relatively large feature, i.e. after either a large sudden or
a long–lasting gradually increasing fault.

On the other hand, adaptive thresholds ε(t) can be exploited which depend on system
operating conditions, for example when ε(t) is expressed as a function of model inputs (Clark
1989, Chen and Patton 1999).

2.4 Symptom Generation Schemes

The generation of symptoms is the main issue in model–based fault diagnosis. A variety of
methods are available in literature for residual generation, and this section recalls briefly some
of the most common methods for actuator, system component, and sensor fault diagnosis
(Isermann and Ballé 1997, Chen and Patton 1999, Patton et al. 2000, Ding 2008).

The methods are in general based on output estimation approaches (Beard 1971, Frank 1993,
Frank and Ding 1997, Patton and Chen 1997, Willsky 1976, Basseville 1988), in conjunction
with residual processing schemes, which include simple threshold detection (for the determinis-
tic case), as well as statistical analysis when data are affected by noise. The final result consists
of a strategy based on model–based FDI, namely to generate robust and redundant residual
signals. The concept of residual generation is examined, with reference to dynamic observers
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or Kalman filters (Isermann 1984, Isermann and Freyermuth 1992, Isermann 1993, Isermann
and Ballé 1997, Patton et al. 2000).

A residual signal is defined as an output estimation error, in general obtained by the dif-
ference between the measurement of one output and its corresponding estimate (Chow and
Willsky 1984, Gertler and Singer 1990, Patton and Chen 1991a, Gertler and Monajemy 1993).

2.4.1 Residual Generation via Parameter Estimation

In most practical cases, the process parameters are not known at all, or they are not known
exactly enough. Then, they can be determined with parameter estimation methods, by mea-
suring input and output signals, u(t) and y(t), if the basic structure of the model is known
(Isermann 1997, Patton et al. 2000).

This approach is based on the assumption that the faults are reflected in the physical system
parameters and the basic idea is that the parameters of the actual process are estimated on–line
using well–known parameter estimations methods.

The results are thus compared with the parameters of the reference model; obtained initially
under fault–free assumptions. Any discrepancy can indicate that a fault may have occurred.

Now, two different approaches are compared for modelling the input–output behaviour of
the monitored system, for discrete–time systems.

Equation Error Methods

Without loss of generality, a Single–Input Single–Output (SISO) process described by a discrete–
time model of order n is considered here written in the vector form:

y(t) = ΨT Θ (2.18)

where:

ΘT = [a1 . . . an, b1 . . . bn] (2.19)

is the parameter vector, and:

ΨT = [y(t − 1) . . . y(t − n) u(t − 1) . . . u(t − n)] (2.20)

the discrete–time data vector.
According to Fig. 2.11, for parameter estimation, the equation error e(t) is introduced:

e(t) = y(t) − ΨT Θ (2.21)

or, if:

y(t)

u(t)
=

B(z)

A(z)
(2.22)

is the discrete–time transfer function of the process, the equation error via the Z–transformation
becomes

e(t) = B̂(z) u(t) − Â(z) y(t). (2.23)

in which Â(z) and B̂(z) correspond to the estimates of the discrete–time polynomials A(z) and
B(z), respectively.
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The least–squares (LS) estimate given by:

Θ̂ = [ΨT Ψ]−1ΨT y (2.24)

is obtained if the minimisation of the sum of least–squares is computed as:⎧⎨⎩
J(Θ) =

∑
te

2(t) = eT e

d J(Θ)
d Θ

= 0.

(2.25)

As described in e.g., (Ljung 1999), the Least–Squares estimate can be also expressed in Recur-
sive form (RLS) with respect to the estimates at the instant t, with t = 0, 1, 2, · · · :

Θ̂(t + 1) = Θ̂(t) + γ(t)
[
y(t + 1) − ΨT (t + 1)Θ̂(t + 1)

]
(2.26)

where: ⎧⎨⎩
γ(t) = 1

ΨT (t+1)P (t)Ψ(t+1)+1
P (t)Ψ(t + 1)

P (t + 1) =
[
I − γ(t)ΨT (t + 1)

]
P (t).

(2.27)

For improved estimates, filtering methods can be exploited, as shown in the following chapters.
In particular, when measurements are affected by noise, a Kalman filter can be used for the
parameter estimation (Jazwinski 1970).

Parameter
estimator

�

u(t) y(t)

Â(z)B̂(z)

Θ̂

e

B(z)

A(z)

Figure 2.11: Parameter estimation equation error.

Output Error Methods

Concerning again discrete–time models, instead of the equation error computed in Equation
(2.21), the output error:

e(t) = y(t) − ŷ(Θ, t) (2.28)

where:

ŷ(Θ, z) =
B̂(z)

Â(z)
u(z) (2.29)
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is the model output, can also be used, as depicted in Fig. 2.12.

�

Parameter
estimation

u(t) y(t)

Θ̂

e(t)

B(z)

A(z)

B̂(z)

Â(z)

Figure 2.12: Parameter estimation output error.

Unfortunately, direct calculation of the parameter estimate Θ is not possible, because e(t)
is nonlinear in the parameters.

Therefore, the loss function (2.28) as Equation (2.21) has to be minimised by numerical
optimisation methods. The computational effort is then much larger and on–line real–time
application is in general impossible. However, relatively precise parameter estimates may be
obtained.

If a fault within the process changes one or several parameters by ∆Θ, the output signal
changes for small deviations according to the expression:

∆y(t) = ΨT (t)∆Θ(t) + ∆ΨT (t)Θ(t) + ∆ΨT (t)∆Θ(t) (2.30)

and the parameter estimator indicates a change ∆Θ.

2.4.2 Observer–Based Approaches

The basic idea behind the observer or filter–based techniques is to estimate the outputs of the
system from the measurements by using either Luenberger observers in a deterministic setting
or Kalman filters in a noisy environment. The output estimation error (or its weighted value)
is therefore used as residual.

It is worth noting that when an observer is exploited for fault diagnosis purpose, the estima-
tion of the outputs is necessary, whilst the estimation of the state vector is usually not needed
(Chen and Patton 1999). Moreover, the advantage of using the observer is the flexibility in
the selection of its gains which leads to a rich variety of FDI schemes (Frank 1994b, Frank and
Ding 1997, Chen et al. 1996b, Liu and Patton 1998).

In order to obtain the structure of a (generalised) observer, the continuous–time, time-
invariant, linear dynamic model for the process under consideration in a state–space form is
considered {

ẋ(t) = Ax(t) + B u(t)
y(t) = C x(t).

(2.31)

being u(t) ∈ �r, x(t) ∈ �n and y(t) ∈ �m.
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Assuming that all matrices A, B and C are perfectly known, an observer is used to recon-
struct the system variables based on the measured inputs and outputs u(t) and y(t):{

˙̂x(t) = A x̂(t) + B u(t) + H e(t)
e(t) = y(t) − C x̂(t).

(2.32)

The observer scheme described by Equation (2.32) is depicted in Fig. 2.13.

�

+

-

ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t).

H

B C

A

W

s−1

ŷ(t)

x̂(t)

˙̂x(t)

e(t)

u(t) y(t)

r(t)

Figure 2.13: Process and state observer.

For the state estimation error ex(t), it follows from Equations (2.32) that:{
ex(t) = x(t) − x̂(t)
ėx(t) = (A − H C)ex(t).

(2.33)

The state error ex(t) (and the error e(t)) vanishes asymptotically:

lim
t→∞

ex(t) = 0 (2.34)

if the observer is stable, which can be achieved by proper design of the observer feedback H.
If the process is influenced by disturbance and faults, by comparing Fig. 2.14) and Equations

(2.10), it is described by the following system:{
ẋ(t) = Ax(t) + B u(t) + Qv(t) + L1 f(t)
y(t) = C x(t) + R w(t) + L2 f(t)

(2.35)

where v(t) is the non–measurable disturbance vector at the input, w(t) the non–measurable
disturbance vector at the output, f(t) fault signals at the input and output acting through L1

and L2, respectively. They can represent actuator, process, input and output sensor additive
faults.

For the state estimation error, the following equations hold if the disturbances v(t) = 0 and
w(t) = 0:

ėx(t) = (A − H C)ex(t) + L1 f(t) − H L2 f(t) (2.36)

and the output error e(t) becomes:

e(t) = C ex(t) + L2 f(t). (2.37)
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Figure 2.14: MIMO system model with faults and noise.

The vector f(t) represents additive faults because they influence e(t) and x(t) by a summation.
When sudden and permanent faults f(t) occur, the state estimation error will deviate from
zero.

ex(t) as well as e(t) show dynamic behaviour which are different for L1 f(t) and L2 f(t).
Both ex(t) or e(t) can be taken as residuals. In particular, the residual e(t) is the basis for
different fault detection methods based on output estimation.

For the generation of residual with special properties, the design of the observer feedback
matrix H can be of interest (Chen and Patton 1999, Liu and Patton 1998).

Limiting conditions are the stability and the sensitivity against disturbances v(t) and w(t).
If the signals are affected by noise, the Kalman filter must be used instead of classical observers
(Jazwinski 1970).

If faults appear as changes ∆A or ∆B of the parameters, the process behaviour becomes:{
ẋ(t) = (A + ∆A) x(t) + (B + ∆B) u(t)
y(t) = C x(t)

(2.38)

while the state ex(t) and the output estimation e(t) errors:{
ėx(t) = (A − HC) ex(t) + ∆Ax(t) + ∆B u(t)
e(t) = C ex(t).

(2.39)

The changes ∆A and ∆B are then multiplicative faults (Isermann 1997, Patton et al. 2000).
In this case, the changes in the residuals depend on the parameter changes, as well as input

and state variable changes. Hence, the influence of parameter changes on the residuals is not
as straightforward as in the case of the additive faults f(t).

The following observer–based fault detection schemes and configurations are briefly and
recalled (Isermann 1997, Willsky 1976, Patton et al. 1989, Chen and Patton 1999, Patton et
al. 2000).

1. Dedicated observers for MIMO processes

• Observer excited by one output : one observer is driven by one sensor output. The
other outputs ŷ(t) are reconstructed and compared with measured outputs y(t). This
allows the detection of single output sensor faults (Clark 1978).
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• Bank of observers, excited by all outputs : several observers are designed for a definite
fault signal and detected by hypothesis test (Willsky 1976).

• Bank of observers, excited by single outputs: several observers for single sensors
outputs are used. The estimated outputs ŷ(t) are compared with the measured
outputs y(t). This allows the detection of multiple sensor fault (DOS, Dedicated
Observer Scheme) (Clark 1978).

• Bank of observers, excited by all outputs except one: as before, but each observer is
excited by all outputs except one sensor output, which is supervised (GOS, Gener-
alised Observer Scheme) (Wünnenberg and Frank 1987, Frank 1993).

2. Fault detection filters for MIMO processes

• The feedback H of the state observer in Equation (2.32) is chosen so that particular
fault signals L1 f(t) change in a definite direction and fault signals L2 f(t) in a
definite plane (Beard 1971, Jones 1973, Speyer 1999).

With directional residual vectors, the fault isolation problem consists of determining which
of the known fault signature directions the residual vector lies the closest to. The original
form of the “failure detection filter” was proposed by Beard (Beard 1971) and Jones (Jones
1973) to generate directional residual vectors. Many more straightforward methods have
followed, including methods to achieve “robust fault detection filter” (Chen et al. 1996b).

These fault detection methods mostly require several measurable output signals and make
use of internal analytical redundancy of multivariable systems. Recently it was proposed
to improve their robustness with respect to process parameter changes and unknown
input signals v(t) and w(t) (Patton and Chen 1994c, Chen et al. 1996b, Chung and
Speyer 1998, Speyer 1999). This can be reached, for example, through filtering the output
error of the observer by:

r(t) = We(t) (2.40)

together with a special design of the observer feedback matrix H.

3. Output observers

Another possibility is the use of output observers (or UIO) in the reconstruction of the
output signals, if the estimate of the state variable x̂(t) is not of primary interest. In
this context, it is worthy to mention the paper by Chen, Patton and Zhang (Chen et
al. 1996b) concerning the design of output observers for robust FDI using eigenstructure
assignment method.

Through a linear transformation:

z(t) = T x(t) (2.41)
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the state–space representation of the observer becomes:

˙̂z(t) = F ẑ(t) + J u(t) + Gy(t) (2.42)

and the residual is determined by:

r(t) = Wz ẑ(t) + Wy y(t). (2.43)

This situation is depicted in Fig. 2.15.

� �
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Figure 2.15: Process and output observer.

The state estimation error:

ex(t) = ẑ(t) − z(t) = ẑ(t) − Tx(t) (2.44)

and the residuals r(t) are then designed, such that they are independent of the process
states x(t), the known input u(t) and the unknown inputs v(t) and w(t), as depicted in
Fig. 2.14. In this way, the residuals are dependent only on fault signals f(t) (Patton and
Chen 1994c, Chen et al. 1996b, Gertler 1998, Patton et al. 2000).

2.4.3 Fault Detection with Parity Equations

The basic idea of the parity relations approach is to provide a proper check of the parity
(consistency) of the measurements acquired from the monitored system.

In the early development of fault diagnosis, the parity vector (relation) approach was applied
to static or parallel redundancy schemes (Potter and Suman 1977), which may be obtained
directly from measurements (hardware redundancy) or from analytical relations (analytical
redundancy). A survey of these methods can be found in (Ray and Luck 1991).

In the case of hardware redundancy, two methods can be exploited to obtain redundant
relations. The first requires the use of several sensors having identical or similar functions
to measure the same variable. The second approach consists of dissimilar sensors to measure
different variables but with their outputs being relative to each other.
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Even if these techniques have been successfully applied for fault diagnosis (Potter and
Suman 1977, Daly et al. 1979), the attention of this section is focused on analytical forms of
redundancy.

A straightforward model–based method of fault detection is to take a continuous–time model

GM(s) = Â(s)

B̂(s)
and to run it in parallel to the process described by GP (s) = A(s)

B(s)
, thereby forming

an error vector r(s):

r(s) =

(
A(s)

B(s)
− Â(s)

B̂(s)

)
u(s). (2.45)

The methodology here described is depicted in Fig. 2.16(a).

u(t) y(t)
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(a) Output error

u(t) y(t)

r(t)

A(s)

B(s)

Â(s)B̂(s)

(b) Equation error

Figure 2.16: Parity equation methods.

However, as for observers, the model parameters and structure of the monitored process
have to be known a priori.

With reference to Fig. 2.5, if:

GM(s) = GP (s) i.e.
Â(s)

B̂(s)
=

A(s)

B(s)
(2.46)

for additive input fu(s) and output fy(s) faults, the r(s) error then becomes:

r(s) =
A(s)

B(s)
fu(s) + fy(s). (2.47)

According to Fig. 2.16(b), another possibility is to generate a polynomial error:

r(s) = Â(s) y(s) − B̂(s) u(s)
= B(s) fu(s) + A(s) fy(s).

(2.48)

In both cases, different time responses are obtained for an additive input or output fault.
Moreover, the error vector r(s) computed by Equation (2.47) corresponds to the output

error of parameter estimation method computed by Equation (2.28). On the other hand, r(s)
in Equation (2.48) concerns the equation error of Equation (2.21).

Equations (2.47) and (2.48) generate residuals and are called parity equations (Gertler 1991)
under the assumptions of fault occurrence and of exact agreement between process and model.
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However, within the parity equations, the model parameters are assumed to be known and
constant, whereas the parameter estimations can vary the parameters of Â(s) and B̂(s) in
order to minimise the residuals. Moreover, for the generation of specific characteristics of the
parity vector r(s) and for obtaining fault detection and isolation properties, the residuals can
be filtered according to matrix Gf (s) to compute the vector rf (s) (Gertler 1991, Patton and
Chen 1994a, Patton et al. 2000):

rf (s) = Gf (s) r(s). (2.49)

Equations (2.49), (2.47) and (2.48) can be therefore used to implement and design the residual
generation system, in order to meet fault detection and isolation specifications, as well (Gertler
1998).

However, for SISO processes only one residual can be generated and it is therefore not easy
to distinguish between different faults. On the other hand, more freedom in the design of parity
equations can be obtained when for SISO processes intermediate signals can be measured, as
shown in Fig. Fig. 2.5, or for MIMO systems.

As an extension of the parity equation method, the parity relation concept presented here
can be generalised (Chow and Willsky 1984, Lou et al. 1986, Patton and Chen 1994a) and then
extended to state–space descriptions, as shown in (Gertler 1998) for discrete–time models.

Finally, it is worth noting that some correspondence exists between parity relation and
observer–based methods. This aspect was firstly pointed out by Massoumnia (Massoumnia
1986) and later was demonstrated by Frank and Wunnenberg (Wünnenberg 1990, Patton et
al. 1989). The problem was re–examined in detail by Chen and Patton (Patton and Chen 1994a)
and the equivalence under different conditions and in different meanings was discussed. It was
shown that the parity relation approach is equivalent to the use of a dead–beat observer. A
comparison between discrete–time observer–based and parity space techniques was proposed
(Delmaire et al. 1999).

2.4.4 Particle Filtering Approach

The particle filtering approach (Doucent 1998, Liu and Chen 1998, Pitt and Shephard 1999),
also called the ”Condensation Algorithm” (Isard and Blake 1998) or the ”Markov Chain Monte
Carlo Method” (Fox et al. 1999, Thrun et al. 2000) is a probabilistic technique, that aims
to estimate jointly the state of the system x and the discrete fault modes z at time t as the
a–posteriori distribution:

p (s(t)|y(t), y(t − 1), ...., u(t), u(t − 1).....) (2.50)

where s(t) = (x(t), z(t)), knowing a set of samples i.e. output/input datas y(t), y(t−1), ...., u(t), u(t−
1).....

Within the Bayesian context, the filtering problem is simplified by assuming that s(t) evolves
in a Markovian way. A Markov system is one in which past and future states are conditionally
independent, given the current state. The Markovian assumption facilitates a recursive formu-
lation of the estimation problem. The problem then turns out to be the computation of x̂ and
ẑ satisfying the following jump Markov linear Gaussian model:

z(t) ∼ P (z(t)|z(t − 1))
x(t) = A(z(t))x(t − 1) + B(z(t))u(t) + E1(z(t))w(t)
y(t) = C(z(t))x(t) + D(z(t))u(t) + E2(z(t))v(t)

(2.51)
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where y(t) ∈ �m denotes the observations, x(t) ∈ �n the unknown Gaussian states, u ∈ �p

a known control signal and where z(t) ∈ {1, ..., q} is the unknown discrete states (i.e. the
fault modes). The noise processes are assumed to be Gaussian so that w(t) ∼ N (0, I) and
v(t) ∼ N (0, I). The parameters A,B,C,D,E1, E2 and P (z(t)|z(t − 1)) are known matrices
with D(z(t))D(z(t))T > 0 for any z(t).

Kalman Filters

If we consider only one discrete mode z(t) in (2.51), linear transition and observation functions
for the continuous parameters and Gaussian noise, then the belief state has a multivariate
Gaussian probability distribution that can be computed incrementally using a Kalman filer. At
each time–step t, the Kalman filtering algorithm updates sufficient statistics (µ(t−1), σ2(t−1)),
prior mean and covariance of the continuous distribution, with the new observation y(t).

However, in the case of nonlinear transformations, the Kalman filtering algorithm does not
offer an efficient solution. Good approximations can be achieved by the extended Kalman filter
(EKF) or via the unscented Kalman filter (UKF). Rather than using the standard Kalman
filter update to compute the a–posteriori distribution, the UKF performs as follows: Given a
m-dimensional continous space, 2m + 1sigma points are chosen based on the a–priori covari-
ance. The non linear equations are then applied to each of the sigma points and the a–posteriori
distribution is approximated by a Gaussian distribution whose mean and covariance are com-
puted from the sigma points. The mean is set to the weighted mean of the transitioned sigma
points and the covariance is taken to be the sum of the weighted squared derivations of the
transitioned sigma points from the mean. The UKF update yields an approximation to the
a-posteriori probability whose error depends on how different the true probability ditrsubution
is from the idea Gaussian case.

Particle Filters

The successes of the Kalman, EKF and UKF filtering approaches strongly depend on how the
belief states behave to a multivariate Gaussian. To overcome this problem, the particle filter
has ben proposed in (Isard and Blake 1998). Basically, a particle filter is a Markov chain
Monte Carlo algorithm that approximates the belief state using a set of ”particles” and keeps
the distribution updated as new observations are made over time. To proceed, the algorithm
operates in three steps:

1. The Monte Carlo step. This step considers the evolution of the system over time. It uses
the stochastic model of the system to generate a possible future state for each sample.

2. The reviewing step. This step corresponds to conditionning on the observations. Each
sample is weighted by the likelihood of seeing the observations in the updated state
representing the sample. This step leads to samples that predict the observations well
and with high weighting, and samples that are unlikely to generate the observations, with
low weighting.

3. The resampling step. In this step, a set of uniformly weighted samples from the distri-
bution represented by the weighted samples, is resampled. In this resampling stage, the
probability that a new sample is a copy of a particular sample is proportional to its cor-
responding weighting. In other words, high-weighted samples may be replaced by several
samples and low-weighted samples may disappear.
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Rao–Blackwellized Particle Filters

Particle filters have a number of properties that make them suitable for FDD applications,
e.g. they can be applied to nonlinear models with arbitrary prior belief distributions, the
computation time depends only on the number of samples, not on the complexity of the model,
etc. However, it should be stressed that the number of samples required to cope with high
dimensional continuous state systems x is enormous, leading to curse of dimensionality and
rendering the practical onboard implementation questionnable.

To solve this problem, the Rao–Blackwellized Particle Filter method can be used. This
approach is intended for application in problems of tracking linear multimodal systems with
Gaussian noise. In these systems, the belief state is a mixture of signals with different Gaussian
statistics. The idea is to combine both the Particle filter that samples the discrete modes z(t)
and the Kalman filter for each mode z that propagates sufficient statistics (µi(t), σ

2
i (t)) for the

state x(t). Note that as in the particle filtering approach, a resampling step is needed to prevent
particle impoverishment. The interested reader can refer to (Doucet et al. 2001, DeFreitas 2002,
Hutter and Dearden 2003) for more theoretical details.

Basic Particle Filter Theory

In the following, a short introduction to the basic particle filter theory, also known as bootstrap
filter, is provided.

The general nonlinear discrete–time system in the fault–free case is considered in the form

xk+1 = fd(xk, ck) + vx
k

yk = gd(xk, ck) + vy
k

(2.52)

where xk ∈ X ⊂ R�n is the discrete–time state vector, ck ∈ R�c is the sampled input vector,
yk ∈ R�m is the sampled output vector, vx

k ∈ R�n and vy
k ∈ R�m are state and output noises.

fd(x, c) and gd(x, c) are nonlinear functions. The noise processes vx
k and vy

k are assumed to be
white with known Probability Density Functions (PDF) px(v

x
k) and py(v

y
k). The PDF of the

initial state x0 is assumed to be p0 (x). Denote also by Dk the input–output sampled data
observed up to the time instant k, i.e. Dk = {(ci, yi) : i = 1, . . . , k}.

The filtering problem is to estimate the distribution of the state vector at each instant k,
based on the data observed up to instant k, or more precisely, to estimate the conditional PDF
p(xk|Dk). In general, no accurate finite dimensional filter exists for nonlinear systems, even if
the noises are assumed to be Gaussian. The basic idea of PF is to approximate the PDF of the
state vector xk at each instant k with the sum of (a large number of) Dirac functions, and to
make them evolve at each time instant based on the latest observed data. Each Dirac function
used in the PDF approximation is called a particle.

To start the particle filter at the initial instant k = 0, randomly draw M points in R�n

following the assumed PDF p0(.) of the initial state vector. These M points are denoted with
the vectors ηj

0 ∈ R�n , j = 1, . . . ,M , then p0(.) is approximated by the relation

p (x0|D0) ≈ 1

M

M∑
j=1

δ
(
x0 − ηj

0

)
(2.53)

Recursively, at each instant k ≥ 0, with

p (xk|Dk) ≈ 1

M

M∑
j=1

δ
(
xk − ηj

k

)
(2.54)
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already estimated, the distribution of xk+1 is first predicted with the state equation of the
system (2.93), leading to an approximation of the PDF p(xk+1|Dk). For this purpose, each
particle ηj

k, for j = 1, . . . ,M , is propagated following the state equation of the system (2.93)
to the position fd(η

j
k, ck) and perturbed by a random vector γj

k drawn following the state noise
PDF px(.), and allowing the computation of

ηj
k+1|k = fd(η

j
k, ck) + γj

k (2.55)

Then

p(xk+1|Dk) ≈ 1

M

M∑
j=1

δ(xk+1 − ηj
k+1|k) (2.56)

Now the data observed at instant k+1 are used to estimate p(xk+1|Dk+1). According to the
Bayes rule, each particle ηj

k+1|k is weighted by its likelihood wj
k+1 based on the output equation

of the system (2.93), the following relations hold

wj
k+1 = py

(
yk+1 − gd(η

j
k+1|k, ck)

)
Sk+1 =

M∑
j=1

wj
k+1

p(xk+1|Dk+1) ≈ 1

Sk+1

M∑
j=1

wj
k+1δ(xk+1 − ηj

k+1|k)

(2.57)

In order to approximate p(xk+1|Dk+1) with M equally weighted particles, M points are ran-
domly drawn following the discrete probability distribution in the form

P (x = ηj
k+1|k) =

wj
k+1

Sk+1

, j = 1, . . . ,M (2.58)

The resulting points, noted as ηj
k+1 ∈ R�n for j = 1, . . . ,M , are then used to make the following

approximation

p(xk+1|Dk+1) ≈ 1

M

M∑
j=1

δ(xk+1 − ηj
k+1) (2.59)

The algorithm then goes to the next iteration with k increased by 1.
The software code for the implementation of the PF strategy (Doucet et al. 2001, Zhang et

al. 2005) is freely availabe at the website http://www.cs.ubc.ca/~nando/software.html.

2.4.5 Nonlinear EKF Method

In a similar way to the approaches outlined in subsection 2.4.4, an extended Kalman-type
unknown input estimator is proposed in (Falcoz et al. 2008, Lavigne et al. 2008b, Lavigne et
al. 2008a) to solve the FDD problem of fault diagnosis in aircraft and reusable launch vehicles
control surfaces. The methodology is based on joint parameter and state estimation techniques
and consists in providing an (optimal) estimate of the fault.

Consider the following nonlinear state-space model in the discrete–time framework:
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x(k + 1) = fi(x(k), δs(k), Ψ(x, k)) + v(k)
y(k) = g(x(k)) + w(k)

(2.60)

with:

fi(.) =

[
f(x(k), δs(k), Ψ(x, k))

δi(k)

]
(2.61)

where δs refers to the healthy control surfaces and Ψ(x) is a vector composed of nonlinear
functions depending on a subset of the state vector x. The index ”i” is used to outline that the
estimation of the i−−th fault δ̂i needs to be performed. The stochastic inputs v and w denote
the process and measurement noises, respectively which are assumed to be uncorrelated white
noise processes with covariance matrices:

Q(k) = E{v(k)v(k)T}, R(k) = E{w(k)w(k)T} (2.62)

The initial estimates of state and covariance matrix are denoted by:

x0 = E{x0} (2.63)

P0 = E{(x0 − x0)(x0 − x0)
T} (2.64)

Following the method proposed in (Norgaard et al. 2000), the problem of recursively estimating
the augmented state vector x can be formulated as a nonlinear filtering problem that minimizes
the conditional mean-square-error, i.e:

x̂(k) = argminE{x̃(k)T x̃(k)|Y k−1} (2.65)

where x̃(k) � x(k) − x̂(k) is the state estimate error and Y k−1 = {y0, y1, · · · , yk−1} is a matrix
containing the past measurements. The state estimate x̂(k) is equivalent to the conditional
mean of the Gaussian probability density function p(x(k)/Y (k−1)) ∼ N (x̂(k), P (k)) such as:

x̂(k) = E{x(k)|Y (k−1)} (2.66)

and where:

P (k) = E{(x(k) − x̂(k))(x(k) − x̂(k))T |Y (k−1)} (2.67)

refers to the state covariance matrix in charge to quantify the uncertainty of the estimate.
The estimation algorithm can then be formulated into the following nonlinear observer-based
scheme:

{
x̂(k + 1) = fi(x̂(k), δs(k), Ψ(x, k)) + K(k)e(k)
ŷ(k) = g(x̂(k))

(2.68)
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where K(k) is a non stationary gain to be computed and e(k) = y(k) − ŷ(k/k − 1) is the
innovation sequence associated to the covariance matrix Pee:

Pee = E{(y(k) − ŷ(k))(y(k) − ŷ(k))T |Y k−1} (2.69)

Based on the previous estimate of the state x̂(k/k) with covariance P̂ (k/k), the filter computes
at a subsequent timestep an optimal forecast of the state x̂(k + 1/k) and its covariance ma-
trix P̂ (k + 1/k) whenever observations become available. This leads to the following update
equations:

x̂(k + 1) = x̂(k) + K(k)e(k)
P (k + 1) = P (k) − K(k)Pee(k)KT (k)

(2.70)

The expression of K(k) is given by:

K(k) = Pxy(k)P−1
ee (k) (2.71)

where Pxy denotes the predicted cross–correlation matrix defined as follows:

Pxy = E{(x(k) − x̂(k))(y(k) − ŷ(k))T |Y k−1} (2.72)

As the above statistical expectations are generally intractable, some kind of approximation
must be used, like for e.g. the Extended Kalman Filter (EKF) which is based on a first-order
Taylor linearization. However, even if the EKF estimator seems to be adapted, some well-known
drawbacks exist in practice, i.e. the parameters estimates can converge slower than the state
estimates and in general, only local convergence can be expected. Based on the work reported
in (Norgaard et al. 2000), this motivated (Lavigne et al. 2008b, Lavigne et al. 2008a, Falcoz
et al. 2008) to use an approximation of the nonlinear function ”fi(.)” by means of a multi-
dimensional extension of Stirling’s interpolation formula.

Although this method presents some optimality proofs, the key feature remains the a priori
choice of the covariance matrices Q and R. The matrix Q controls the flexibility of the model
whereas the measurement covariance matrix R controls the flexibility of the measurement equa-
tions. In the most practical cases, the optimization of Q and R is done by iteratively testing
different values and evaluating the results over a test period.

In practice, this tuning problem is often tackled as an ad hoc process involving a very large
number of manual trials. In view of this difficulty, it has been chosen in (Falcoz et al. 2008) to
automatically tune these matrices by means of an optimization method. The performance index
to be minimized corresponds to the root-mean-square of the state estimate errors subjected to
positivity constraints of Q and R matrices that is:

J(k) =

(
1
N

tf∑
t0

(x̃T Πx̃)

) 1
2

s.t.

⎧⎨⎩
Q > 0, R > 0
R = diag(ri)
Q = diag(qi)

(2.73)

For convenience, the additional constraints Q = diag(qi) and R = diag(ri) are imposed in
the optimization algorithm. Π is a weighting matrix introduced to manage separately each
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component of the vector x̃. t0 and tf are respectively the initial and final discrete time of the
tuning interval, and N denotes the number of data points in the tuning interval.

Because of the multi–parameter, nonlinear and discrete nature of this optimisation problem,
a Particle Swarm Optimization (PSO) algorithm was suggested in (Falcoz et al. 2008) to derive
a numerical solution.

2.4.6 Norm–Based Approaches

The majority of methods discussed above involve the use of an open-loop model of the monitored
system, in spite of that the FDD scheme is placed in a feedback loop. In such situations, it is
well known that faults may be compensated by control actions and the early detection of them,
is clearly more difficult. This motivates the so-called integrated design of control and diagnosis
schemes, according to the ideas proposed by (Jacobson and Nett 1991) where robust controllers
and fault detectors are designed together by optimizing a set of mixed control and fault detection
objectives. For an applicaton study on Reentry Launch Vehicles (RLV), see (Marcos and
Balas 2005). However, in many practical cases, this solution cannot be applied since the
existing control laws are already certified for flight and consequently cannot be removed.

To overcome this problem, the H∞ methods proposed in (Mangoubi 1998, Henry et al.
2001, Marcos et al. 2005a, Henry and Zolghadri 2005a, Henry and Zolghadri 2005b, Castro
et al. 2006b, Castro et al. 2006a, Henry 2008) can be used. The proposed methods can be
classified as fault signal estimation based approaches (Mangoubi 1998, Marcos et al. 2005a,
Castro et al. 2006b, Castro et al. 2006a) and residuals generation based approaches (Henry et
al. 2001, Henry et al. 2002, Henry and Zolgahdri 2003, Henry and Zolghadri 2005a, Henry and
Zolghadri 2005b, Henry and Zolghadri 2006, Zolghadri et al. 2006, Henry 2008)

A great advantage of these methods is that the framework employed (i.e. the H∞ frame-
work) facilitates the inclusion of several robustness objectives within the design procedure, e.g.
against various disturbances, perturbations and model uncertainties.

2.4.7 H∞ Fault Estimation Approach

Consider the system model in the following LFR (Linear Fractional Representation) form,
placed in a feedback control loop:

y = Fu (P, ∆)

⎛⎝ d
f
u

⎞⎠ , y = Ku (2.74)

where d denotes the exogenous disturbances (including measurement noise) and f models the
faults to be detected. K is a controller that is assumed to be known and f̂ is the output
of the filter F to be designed. P denotes a known LTI model and ∆ is a block diagonal
operator specifying how the modelling errors enters P . ∆ belongs to the structure ∆ so that
∆ = {block diag(δr

1Ik1 , ..., δ
r
mr

Ikmr
, δc

1Ikmr+1 , ..., δ
c
mc

Ikmr+mc
, ∆C

1 , ..., ∆C
mC

), δr
i ∈ �, δc

i ∈ C, ∆C
i ∈

C}, where δr
i Iki

, i = 1, ...,mr, δc
jIkmr+j

, j = 1, ...,mc and ∆C
l , l = 1, ...,mC are known as the

”repeated real scalar” blocks, the ”repeated complex scalar” blocks and the ”full complex”
blocks, respectively.

The H∞-based fault estimation problem is equivalent to the design problem of a (stable)
filter F such that, for all model perturbations ∆ ∈ ||∆||∞ ≤ 1, f̂ is an optimal estimate, in the
H∞-norm sense, of the fault signal f .
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To achieve high FDD performance, some model–based FDD schemes include a fault model
in the design procedure. Here, the fault model is represented as a colouring filter for f . In
other words, f is considered to be the result of filtering a fictitious signal f through a filter Wf .
This filter is chosen taking into account the frequency location of the fault to be detected, e.d.
if the energy of the faults to be detected are located at low frequencies, Wf is chosen to be a
low-pass filter.

The estimation error signal e is defined as:

e = f − f̂ (2.75)

Then the design problem turns out to be a minimization problem of the maximal gain of the
closed–loop transfers from the signals f and d to the fault estimation error e. In other words,
the goal is to design the filter F so that:

||Ted||∞ < α, ∀∆ ∈ ∆ : ||∆||∞ ≤ 1 (2.76)

||Tef ||∞ < β, ∀∆ ∈ ∆ : ||∆||∞ ≤ 1 (2.77)

where Ted and Tef denote the closed-loop transfer functions between, e and d, and e and f ,
respectively. α and β are two positive constants which are introduced to manage separately
||Ted||∞ and ||Tef ||∞. Of course, the smallest α and β are, the highest the FDD performances
will be.

In this formulation, ||M||∞ = supω σ(M(jω)) is the H∞-norm of M and σ(•) denotes the
maximum singular value.

To solve the filter design problem, two approaches have been developed. The first involves
the solution of a Riccati equation (see for instance (Mangoubi 1998)) and the second approach
uses Linear Matrix Inequality (LMI) optimisation techniques. Since an LMI–based approach
has the advantage of eliminating the regularity restrictions attached to the Riccati-based solu-
tion, the LMI–based approach is often preferred.

H∞/H− Residual Generation Strategy

Based on similar reasoning to the above, Hou and Patton proposed the now well–known H∞/H−
Residual Generation Strategy (Hou and Patton 1996b, Hou and Patton 1997), which has the
design joint goals of maximising the sensitivity of the FDI/FDD residuals to the faults, whilst
minimising the residuals to the modelling uncertainty, via H∞ optimisation.

In order to develop a structured residual approach, a method for generating a structured
residual vector r in the following general form was suggested (Henry et al. 2001, Zolghadri et
al. 2006): ⎧⎨⎩ r(s) = My y(s) + Mu u(s) − L(s)

(
y(s)
u(s)

)
u(s) = K(s) y(s)

(2.78)

The proposed method is developed in a very similar manner to the well–known H∞/µ robust
controller design technique. The FDD problem consists of jointly designing My,Mu and L(s)
such that the effects that faults have on r are maximised in the H−–norm sense, whilst minimis-
ing the influence of unknown inputs and model uncertainties, in the H∞–norm sense. The role
of My,Mu is to merge optimally the available measurements and control signals, in a H∞/H−
sense.
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A great benefit of the proposed approach is that the residuals structuring matrices are jointly
designed with, say, the dynamical part of the FDD scheme. Furthermore, it is shown how
robust poles assignment and H2g-specifications can be specified within the design procedure.
The motivations for using such a mix of performance measures are:

2.5 Residual Evaluation Methods

Once the residuals have been generated, the residual evaluation logic is used to detect and
isolate any fault occurrence. The residual processing methods can be based on simple residual
geometrical analysis or comparison with fixed thresholds (Chen and Patton 1999, Simani et
al. 2003). More complex residual evaluation can rely on statistical properties of the residual
and hypothesis testing (Basseville and Nikiforov 1993), or based on adaptive threshold, that
is, the so–called threshold selector (Emami-Naeini et al. 1988, Chen and Patton 1999, Simani
et al. 2003).

In general, in the absence of faults, the residual signals are approximately zero. In practical
situations, the residual is never zero, even if no faults occur. A threshold must then be used
and normally is set suitably larger than the largest magnitude of the residual for the fault-free
case. The smallest detectable fault is a fault which drives the residual function to just exceed
the threshold. Any fault producing a residual response smaller than this magnitude is not
detectable.

More in detail, the most widely used way to fault detection is achieved by directly comparing
residual signal r(t) or a residual function J(r(t)) with a fixed threshold ε or a threshold function
ε(t) as follows: {

J(r(t)) ≤ ε(t) for f(t) = 0
J(r(t)) > ε(t) for f(t) �= 0

(2.79)

where f(t) is the general fault vector. If the residual exceeds the threshold, a fault may
be occurred. This test works especially well with fixed thresholds ε if the process operates
approximately in steady–state and it reacts after relatively large feature, i.e. after either a
large sudden or a long-lasting gradually increasing fault.

In practice, if the residual signal is represented by the stochastic variable r(t), mean value
and variance are computed as follows (Willsky 1976):

r̄ = E{r(t)} =
1

N

N∑
t=1

r(t)

σ2
r = E{(r(t) − r̄)2} =

1

N

N∑
t=1

(r(t) − r̄2)

(2.80)

where r̄ and σ2
r are the normal values for the mean and variance of the fault–free residual,

respectively. N is the number of samples of the vector r(t). Therefore, the threshold test for
FDI of Eq. (2.79) is rewritten as:

r̄ − ν σr ≤ r(t) ≤ r̄ + ν σr for f(t) = 0

r(t) < r̄ − ν σr or r(t) > r̄ + ν σr for f(t) �= 0
(2.81)

i.e. the comparison of r(t) with respect to its statistical normal values. In order to separate
normal from faulty behaviour, the tolerance parameter ν (normally ν ≥ 3) is selected and
properly tuned. Hence, by a proper choice of the parameter ν, a good trade–off can be achieved
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between the maximisation of fault detection probability and the minimisation of false alarm
probability.

In practice, the threshold values depend on the residual error amount due to the measure-
ments errors, the model approximations and the disturbance signals that are not completely
decoupled.

Another class of methods can be exploited for detecting residual changes due to faults.
Therefore, techniques of change detection, e.g., as a likelihood–ratio–test or Bayes decision, a
run–sum test are commonly used (Isermann 1984, Basseville and Benveniste 1986, Basseville
and Nikiforov 1993). Moreover, fuzzy or adaptive thresholds may improve the binary decision
(Chen and Patton 1999, Patton et al. 2000).

Finally, when several variables change, classification methods are used. In a multidimen-
sional space, the symptom vector:

∆r = [∆r1 ∆r2 · · · ∆rq] (2.82)

belongs to a q–dimensional space and its direction depends on the fault occurrence.
In this case, the process of residual evaluation consists of determining the direction as well

as the distance of ∆r from the origin. Geometrical distance methods (Carpenter and Grossberg
1987, Tou and Gonzalez 1974) or artificial neural networks (Himmelblau et al. 1991, Meneganti
et al. 1998) can be hence applied.

The generation and evaluation of analytic symptoms concludes the task of fault–detection
within the framework of model–based fault diagnosis.

2.6 Modelling Uncertainty Issues

Although the analytical redundancy method for residual generation has been recognised as
an effective technique for detecting and isolating faults, the critical problem of unavoidable
modelling uncertainty has not been fully solved.

The main problem regarding the reliability of fault diagnosis schemes is the modelling
uncertainty which is due, for example, to process noise, parameter variations and nonlinearities.

On the other hand, all model–based methods use a model of the monitored system to
produce the symptom generator. If the system is not complex and can be described accurately
by the mathematical model, FDI is directly performed by using a simple geometrical analysis
of residuals. In real systems however, the modelling uncertainty is unavoidable.

The design of an effective and reliable FDI scheme for residual generation should take into
account of the modelling uncertainty with respect to the sensitivity of the faults. Therefore,
the task of the design of an FDI system is thus to generate residuals which are robust (Chow
and Willsky 1984, Ding and Frank 1990, Frank 1994b, Frank and Ding 1997, Patton and Chen
1994a).

Several papers addressed this problem. For example, optimal robust parity relations were
proposed (Chow and Willsky 1984, Chung and Speyer 1998, Speyer 1999, Lou et al. 1986) and
the threshold selector concept was introduced (Emami-Naeini et al. 1988). Robust FDI using
the disturbance decoupling technique was also used (Patton and Chen 1994a, Chen et al. 1996b).
The Patton and Chen approach is an interesting contrast to the Chow and Willsky method
which seems to minimise the modelling uncertainty over several points of operation. Patton and
Chen deal directly with this problem by estimating the optimum unknown input distribution
matrix over a range of operating points and exploiting the eigenstructure assignment approach
(Patton and Chen 1994a, Chen and Patton 1999).
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The model–based FDI technique requires a high accuracy mathematical description of the
monitored system. The better the model represents the dynamic behaviour of the system, the
better will be the FDI precision. If a FDI method can be developed which is insensitive to
modelling uncertainty, a very accurate model is not necessarily needed.

All uncertainties can be are summarised as disturbances acting on the system. Although
the disturbance vector is unknown, its distribution matrix can be obtained by an identification
procedure. Under this assumption, the “disturbance de–coupling” principle can be exploited
to design a robust FDI scheme.

In order to summarise the approach to the robustness problem, the state–space model of
the monitored system can be considered:{

ẋ(t) = (A + ∆A) x(t) + (B + ∆B) u(t) + E1ε(t) + R1f(t)
y(t) = Cx(t) + E2ε(t) + R2f(t)

(2.83)

where ε(t) is the disturbance vector, and E1 and E2 are the known or unknown input distribution
matrices. The matrices ∆A and ∆B are the parameter errors or variations which represent
modelling errors.

The equivalent continuous transfer matrix description between the output y(t) and input
u(t) of the system (2.83) is then:

y(s) = (Gu(s) + ∆Gu(s)) u(s) + Gε(s)ε(s) + Gf (s)f(s) (2.84)

where ∆Gu(s) is used to describe modelling errors, whilst both ∆Gu(s) and Gε(s) represent
modelling uncertainty, in the continuous–time domain.

With reference to the residual generator of Fig. 2.10 and described by Equation (2.14), using
the Laplace transforms, the residual vector has to be rewritten as:

r(s) = Hy(s) Gf (s) f(s) + Hy(s) Gε(s) ε(s) + Hy(s) ∆Gu(s) u(s). (2.85)

With respect to Equation (2.14), the terms Hy(s) Gε(s) and Hy(s)∆Gu(s) cannot be deleted.
Both faults and modelling uncertainty (disturbance and modelling error) affect the residual

and hence discrimination between these two effects is difficult.
The principle of disturbance de–coupling for robust residual generation requires that the

residual generator satisfies

Hy(s)Gε(s) = 0 (2.86)

in order to achieve total de–coupling between residual r(s) and disturbance ε(s).
This property can be achieved by using the unknown input observer (Watanabe and Himmelblau

1982, Wünnenberg and Frank 1987, Chen et al. 1996b, Frank et al. 2000), optimal (robust) par-
ity relations (Chow and Willsky 1984, Lou et al. 1986, Wünnenberg 1990, Wünnenberg and
Frank 1990, Frank et al. 2000) or alternatively the eigenstructure assignment approach (Patton
et al. 1986, Patton and Chen 1991b, Liu and Patton 1998, Patton and Chen 2000, Duan et
al. 2002). The disturbance de–coupling approach for nonlinear systems will be described in the
following chapters.

Hence, for disturbance de–coupling approaches in FDI, the aim is to completely eliminate the
disturbance effect from the residual. However, the complete elimination of disturbance effects
may not be possible due to the lack of degree of freedom. Moreover, it may be problematic, in
some cases, because the fault effect may also be eliminated. Hence, an appropriate criterion for
robust residual design should take into account the effects of both modelling error and faults.
There is a trade–off between sensitivity to faults and robustness to modelling uncertainty, and
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hence robust residual generation can be considered. It consists of the maximisation of fault
effects and the minimisation of uncertainty effects.

Therefore, the approach to the design of optimal residuals can require the satisfaction of
different objectives. These objectives are essential for achieving robust diagnosis of incipient
faults. If such joint optimisation problems, which can be also expressed in the frequency
domain, were reformulated for satisfying a set of inequalities on the performance indices, Genetic
Algorithms (GA) (Goldberg 1989, Davis 1991) and Linear Matrix Inequalities (LMI) (Boyd et
al. 1994) can be successfully exploited to search the optimal solution (Chen et al. 1996a, Hou
and Patton 1997, Chen et al. 1997), (Chen and Patton 1999, Chen and Patton 2001).

Disturbance de–coupling can also be achieved using frequency domain design techniques.
As an example, the robust fault detection problem can be managed by using the standard H∞
filtering formulation (Ding and Frank 1990, Hou and Patton 1996a, Frank and Ding 1997).

With this method, the minimisation of the disturbance effect on the residual is formulated
as a standard H∞ filtering problem (Chen and Patton 2000, Frank et al. 2000). On the other
hand, the so–called H∞/H− approach can be also exploited (Hou and Patton 1996a, Hou and
Patton 1997, Frank et al. 2000, Chen and Patton 2000). The application of this approach
will be shown in the following chapter, by considering the nonlinear residual generation with
disturbance de–coupling.

Among the many ways for eliminating or minimising disturbance and modelling error effects
on the residual, and hence for achieving robustness in FDI (Patton et al. 2000), H∞ optimisation
is a robust design method with the original motivation firmly rooted in the consideration of
various uncertainties, especially the modelling errors. It is reasonable to seek an application of
this technique in the robust design of FDI systems. Therefore, the H∞ optimisation method
can be successfully exploited for robust residual generation of FDI.

The early work of using H∞ optimisation techniques for robust FDI was based on the use
of factorisation approach (Ding and Frank 1990, Ding et al. 2000). The factorisation–based
H∞ optimisation technique is useful in solving FDI problems. However, the more elegant and
advanced H∞ optimisation methods are based on the use of the Algebraic Riccati Equation
(ARE) (Zhou et al. 1996a). Mangoubi et al. (Mangoubi et al. 1992) first solved the robust
FDI estimation problem using the ARE approach via the use of H∞ and µ robust estimator
synthesis methods developed by Appleby et al. (Appleby et al. 1991). A direct formulation
of the FDI problem as a robust H∞ filter design problem with the solution of an ARE was
given in Edelmayer et al. (Edelmayer et al. 1997). To deal with modelling errors as well as
disturbances in robust FDI design, Niemann and Stoustrup (Niemann and Stoustrup 1996)
introduced modelling error blocks into the standard H∞ observer design. The weighting factors
are then introduced in the problem formulation for finding an optimal FDI solution. As it will
be shown in the following chapters, this is further extended to nonlinear systems where the
nonlinearity is treated in the same way as a modelling error block (Stoustrup and Niemann
1998, Stoustrup et al. 1997).

The majority of studies discussed so far involve the use of a slightly modified H∞ filter for
the residual generation, i.e. the design objective is to minimise the effect of disturbances and
modelling errors on the estimation error and subsequently on the residual. However, robust
residual generation is different from the robust estimation because it does not only require
the disturbance attenuation. The residual has to remain sensitive to faults whilst the effect
of disturbance is minimised. Sauter et at. (Sauter et al. 1997) studied this problem where
the fault sensitivity is enhanced by applying an optimal post–filter to the “primary residual”.
The problem of enhancing fault sensitivity while increasing robustness against disturbances and
modelling errors was studied extensively by Sadrnia et at. (Sadrnia et al. 1997). The essential
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idea is to reach an acceptable compromise between disturbance robustness and fault sensitivity.
In the beginning, an observer with very small disturbance sensitivity bound is designed via an
ARE. Then, the fault sensitivity is checked. If the fault sensitivity is too small, the disturbance
robustness requirement should be relaxed, i.e. to design another optimal observer with an
increased disturbance sensitivity bound. This procedure is likely to be repeated several times.
The final goal is to find a design which provides the maximum ratio between fault sensitivity
and disturbance sensitivity.

Chen and Patton (Chen and Patton 1999, Chen and Patton 2000) formulated the robust
residual generation problem within the standard H∞ filtering framework, i.e. to generate the
residual whose sensitivity to disturbances is minimised. To facilitate reliable FDI, the residual
sensitivity to faults has to be maintained (or maximised) in addition to the minimisation of
the disturbance sensitivity. This problem was solved via the minimisation of the difference
between the residual and the fault against the disturbance and the fault, i.e. the objective
is to replicate the fault using the residual. In this way, the residual sensitivity to the fault
is indirectly maximised. The residual sensitivity to the modelling error can be minimised if
the modelling error is approximately represented by the disturbance vector with the estimated
distribution matrix (Chen and Patton 1999). However, the modelling error can be handled
directly using standard H∞. In (Chen and Patton 1999, Chen and Patton 2000) the way of
including the modelling error in the robust residual design within the standard H∞ framework
was shown.

Generally speaking, the robust FDI approach can be approached in different ways. It is
therefore important to mention the design principle of residual generators under a certain per-
formance index (Basseville 1997, Frank et al. 2000). This is indeed a reasonable extension of the
unknown input residual generator design, in which, instead of full de–coupling, a compromise
between the robustness and sensitivity is made.

It is worth focusing the attention to this scheme, due to its important role in theoretical
studies and its relationship to the residual evaluation and integrated design of FDI systems.
Since the goal of residual generation is to enhance the robustness of the residual to the model
uncertainty without loss of its sensitivity to the faults, the minimisation of performance index
(Frank et al. 2000):

J =
‖ ∂r

∂d
‖

‖ ∂r
∂f
‖ or J = ‖∂r

∂d
‖ < β with ‖ ∂r

∂f
‖ > α (2.87)

is widely recognised as a suitable design objective. Associated to the norm used, the type of the
residual generator and the mathematical tool adopted, a number of optimisation approaches
have been developed (Frank et al. 2000). In the work (Ding et al. 2000) it is derived a unified
solution for a number of optimisation problems and provided thus a satisfactory solution to the
above–defined optimisation problem ten years after it was first proposed. In (Frank et al. 2000)
a briefly review the state of art of the solutions can be found whilst (Hou and Patton 1996a, Hou
and Patton 1997, Frank et al. 2000) address the H∞/H− method.

According to the norm selected, by minimising the performance index (2.87) over a specified
range, an approximate de–coupling design can be achieved (Ding and Frank 1990, Patton and
Hou 1997, Frank and Ding 1997, Ding et al. 1999).

Moreover, the approximated design for optimal disturbance de–coupling can also be solved
in the time domain (Wünnenberg 1990, Chen et al. 1993).

On the other hand, with reference to the modelling errors in Equation (2.85), represented
by the term ∆Gu(s) the robust problem is more difficult to solve.

Two main techniques have been described by Patton and Chen. In the first case, the
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uncertainty is taken into account at the residual design stage (Chen et al. 1996b); this is known
as active robustness in fault diagnosis (Patton and Chen 1994a).

The active way of achieving a robust solution is to approximate uncertainties, i.e. repre-
senting approximately modelling errors as disturbances (Chen and Patton 1999):

∆Gu(s) u(s) ≈ Gd(s) d(s) (2.88)

where d(s) is an unknown vector and Gd(s) is an estimated transfer function. When this
approximate structure is exploited to design disturbance de–coupling residual generators, robust
FDI can be achieved.

The second approach called passive robustness makes use of a residual evaluator with adap-
tive threshold. As a simple example, it is assumed that the residual generation uncertainty
(2.85) is only represented by modelling errors.

The fault–free residual r(s) is:

r(s) = Hy(s)∆Gu(s)u(s). (2.89)

Under the assumption that the modelling errors are bounded by a value δ, such that:

‖ ∆Gu(w) ‖≤ δ (2.90)

an adaptive threshold ε(t) can be generated by a system:

ε(t) = δHy(s) u(s) (2.91)

In such case, the threshold ε(t) is no longer fixed but depend on the input u(t), thus being
adaptive to the system operating point. A fault is then detected if:

‖ r(t) ‖>‖ ε(t) ‖ (2.92)

A robust FDI technique with the threshold adaptor or selector is therefore briefly recalled
(Clark 1989), (Emami-Naeini et al. 1988), (Ding and Frank 1991). This method represents a
passive approach since no effort is made to design a robust residual.

Even if disturbance de–coupling methods for robust FDI has been studied extensively, their
effectiveness regarding real problems has not been fully demonstrated. The main difficulty
arises as most of the disturbance only account for a small percentage of the uncertainty in the
real system. The presented disturbance decoupling methods cannot be directly applied to the
systems with other uncertainties such as modelling errors. The estimation and approximate
representation of modelling errors as well as other uncertain factors as the disturbance term
provides a practical way to tackle the robustness issue for real systems.

xxx

2.7 Particle Filter for FDI

In the following, a short introduction to the basic particle filter theory, also known as bootstrap
filter, is provided. For more complete presentations and details, the readers are referred to
(Doucet et al. 2001).

The general nonlinear discrete–time system in the fault–free case is considered in the form

xk+1 = fd(xk, ck) + vx
k

yk = gd(xk, ck) + vy
k

(2.93)
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where xk ∈ X ⊂ R�n is the discrete–time state vector, ck ∈ R�c is the sampled input vector,
yk ∈ R�m is the sampled output vector, vx

k ∈ R�n and vy
k ∈ R�m are state and output noises.

fd(x, c) and gd(x, c) are nonlinear functions. The noise processes vx
k and vy

k are assumed to be
white with known Probability Density Functions (PDF) px(v

x
k) and py(v

y
k). The PDF of the

initial state x0 is assumed to be p0 (x). Denote also by Dk the input–output sampled data
observed up to the time instant k, i.e. Dk = {(ci, yi) : i = 1, . . . , k}.

The filtering problem is to estimate the distribution of the state vector at each instant k,
based on the data observed up to instant k, or more precisely, to estimate the conditional PDF
p(xk|Dk). In general, no accurate finite dimensional filter exists for nonlinear systems, even if
the noises are assumed to be Gaussian. The basic idea of PF is to approximate the PDF of the
state vector xk at each instant k with the sum of (a large number of) Dirac functions, and to
make them evolve at each time instant based on the latest observed data. Each Dirac function
used in the PDF approximation is called a particle.

To start the particle filter at the initial instant k = 0, randomly draw M points in R�n

following the assumed PDF p0(.) of the initial state vector. These M points are denoted with
the vectors ηj

0 ∈ R�n , j = 1, . . . ,M , then p0(.) is approximated by the relation

p (x0|D0) ≈ 1

M

M∑
j=1

δ
(
x0 − ηj

0

)
(2.94)

Recursively, at each instant k ≥ 0, with

p (xk|Dk) ≈ 1

M

M∑
j=1

δ
(
xk − ηj

k

)
(2.95)

already estimated, the distribution of xk+1 is first predicted with the state equation of the
system (2.93), leading to an approximation of the PDF p(xk+1|Dk). For this purpose, each
particle ηj

k, for j = 1, . . . ,M , is propagated following the state equation of the system (2.93)
to the position fd(η

j
k, ck) and perturbed by a random vector γj

k drawn following the state noise
PDF px(.), and allowing the computation of

ηj
k+1|k = fd(η

j
k, ck) + γj

k (2.96)

Then

p(xk+1|Dk) ≈ 1

M

M∑
j=1

δ(xk+1 − ηj
k+1|k) (2.97)

Now the data observed at instant k+1 are used to estimate p(xk+1|Dk+1). According to the
Bayes rule, each particle ηj

k+1|k is weighted by its likelihood wj
k+1 based on the output equation

of the system (2.93), the following relations hold

wj
k+1 = py

(
yk+1 − gd(η

j
k+1|k, ck)

)
Sk+1 =

M∑
j=1

wj
k+1

p(xk+1|Dk+1) ≈ 1

Sk+1

M∑
j=1

wj
k+1δ(xk+1 − ηj

k+1|k)

(2.98)
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In order to approximate p(xk+1|Dk+1) with M equally weighted particles, M points are ran-
domly drawn following the discrete probability distribution in the form

P (x = ηj
k+1|k) =

wj
k+1

Sk+1

, j = 1, . . . ,M (2.99)

The resulting points, noted as ηj
k+1 ∈ R�n for j = 1, . . . ,M , are then used to make the following

approximation

p(xk+1|Dk+1) ≈ 1

M

M∑
j=1

δ(xk+1 − ηj
k+1) (2.100)

The algorithm then goes to the next iteration with k increased by 1.
The software code for the implementation of the PF strategy (Doucet et al. 2001, Zhang et

al. 2005) is freely availabe at the website http://www.cs.ubc.ca/~nando/software.html.

2.8 Fault Diagnosis Technique Integration

Several FDI techniques have been developed and their application shows different properties
with respect of the diagnosis of different faults in a process. In order to achieve a reliable FDI
technique, a good solution consists of a proper integration of several methods which take ad-
vantages of the different procedures (Isermann 1994a, Isermann and Ballé 1997). Furthermore,
a comprehensive approach to fault diagnosis should exploit a knowledge–based treatment of all
available analytical and heuristic information. This successful approach can be performed by
an integrated method to knowledge–based fault diagnosis.

2.8.1 Fuzzy Logic for Residual Generation

As stated in the previous sections, model–based FDI consists of two stages, residual generation
and decision making.

The first block is exploited to generate residuals by means of the available inputs and outputs
from the monitored system. For the first step, classical fault diagnosis model–based methods
can exploit state–space of input–output dynamic models of the process under investigation.
Within this framework, faults are supposed to appear as changes on the system state or output
caused by malfunctions of the components as well as of the sensors. Such fault indices are often
monitored using estimation techniques.

The main problem with these techniques is that the precision of the process model affects
the accuracy of the detection and isolation system as well as the diagnostic sensibility. Because
of these assumptions, fuzzy system theory seems to be a natural tool to handle complicated
and uncertain conditions (Babuška 1998). Within this framework, it is possible to describe the
monitored system by a collection of local affine fuzzy and non–fuzzy models (Leontaritis and
Billings 1985b, Leontaritis and Billings 1985a, Takagi and Sugeno 1985), whose parameters are
obtained by identification procedures.

The second stage of model–based FDI consists of a logic decision process that transforms
residual signal information (quantitative knowledge) into qualitative statements (faulty or nor-
mal working conditions). Therefore, the problem of decision–making can be treated in a novel
way by means of fuzzy logic.

As noise contamination and uncertainty affect the residuals even in fault–free conditions,
so that they fluctuate and become unequal to zero. This common situation, which may hide
the fault effects, can be handled by means of the fuzzy logic framework.
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The interesting feature of fuzzy logic is that it represents a powerful tool for describing
vague and imprecise fact and is therefore suited for applications where complete information
about fault and system is not available to the designer.

Even if much effort has been spent on trying to decrease the uncertainty associated with
quantitative residual generation, it is impossible to fully eliminate the effect of uncertainty.
On the basis of this limitation, the residual evaluation problem consists of making the correct
decision with respect to uncertain information. Fuzzy logic can be a suitable tool for this task.
For instance, a lot of processes can be managed by humans heuristically since an analytical
description is impossible to use. Fuzzy logic can express expert knowledge in the form of a
rule–based knowledge format.

The introduction of fuzzy logic can improve the decision making in order to provide reliable
FDI methods which are applicable for real systems.

As an example, fuzzy logic can be exploited for residual evaluation mainly in the decision
making stage for releasing the final yes–no decision (Ulieru and Isermann 1993, Frank 1994a,
Meneganti et al. 1998).

Rule–based expert systems have therefore been investigated very intensively for fault de-
tection and diagnosis problems (Rich and Venkatasubramanian 1987, Kramer 1987, Patton et
al. 1989, Patton et al. 2000). Fault diagnosis using rule–based system needs a database of
rules and the accuracy of diagnosis depend on the rules. Moreover, creating a rich and detailed
database of rules is usually a time-consuming task and many process experts are needed.

It should finally be pointed out how the fuzzy approach in FDI can solve the problem at
two levels: first, fuzzy descriptions are used to generate symptoms and then, the fault detection
and isolation is achieved using again fuzzy logic (Dexter and Benouarets 1997, Isermann 1998).

2.8.2 Neural Networks in Fault Diagnosis

Quantitative model–based fault diagnosis generates symptoms on the basis of the analytical
knowledge of the process under investigation. In most cases however, this does not provide
enough information to perform an efficient FDI, i.e., to indicate the location and the mode of
the fault.

A typical integrated fault diagnosis system uses both analytical and heuristic knowledge
of the monitored system. The knowledge can be processed in terms of residual generation
(analytical knowledge) and feature extraction (heuristic knowledge). The processed knowledge
is then provided to an inference mechanism which can comprise residual evaluation, symptom
observation and pattern recognition.

In particular, when the process model is only known to a certain extent of precision, pattern
recognition method can provide a convenient approach to solve the fault identification problem,
i.e. to determine the size of the fault (Himmelblau 1978, Pau 1981).

In recent years, neural networks (NN) have been used successfully in pattern recognition
as well as system identification, and they have been proposed as a possible technique for fault
diagnosis, too. NN can handle nonlinear behaviour and partially known process because they
learn the diagnostic requirements by means of the information of the training data. NN are noise
tolerant and their ability to generalise the knowledge as well as to adapt during use are extremely
interesting properties (Hoskins and Himmelblau 1988, Dietz et al. 1989, Venkatasubramanian
and Chan 1989, McDuff and Simpson 1990, Chen et al. 1990). Some example processes were
considered in which FDI was performed by a NN using input and output measurements. In
these works the NN is trained to identify the fault from measurement patterns, however the
classification of individual measurement pattern is not always unique in dynamic situations,
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therefore the straightforward use of NN in fault diagnosis of dynamic process is not practical
and other approaches should be investigated.

A NN could be exploited in order to find a dynamic model of the monitored system or
connections from faults to residuals. In the latter case, the NN is used as pattern classifier or
nonlinear function approximator. In fact, artificial neural networks are capable of approximat-
ing a large class of functions, for fault diagnosis of a nonlinear model.

Quantitative and qualitative approaches have a lot of complementary characteristics which
can be suitably combined together to exploit their advantages and to increase the robustness
of quantitative techniques. The suggested combination can also minimise the disadvantages
of the two procedures; in particular, it is important that partial knowledge deriving from
qualitative reasoning is reduced by quantitative methods. Hence, the main aim of further
research on model–based fault diagnosis consists of finding the way to properly combine these
two approaches together to provide highly reliable diagnostic information.

2.8.3 Neuro-fuzzy Approaches to FDI

Identification of multivariable processes can be interpreted as a problem of approximation to
an input–output mapping. The mathematical model used in traditional methods is sensitive to
modelling errors, parameter variation, noise and disturbance (Chen and Patton 1999, Patton
et al. 2000). Process modelling has limitations, especially when the system is complex and
uncertain and the data are ambiguous and not information rich.

As previously stated, NN are known to approximate any nonlinear even dynamic function,
given suitable weighting factors and architecture. Moreover, on–line training makes it possible
to change the FDI system easily in cases where changes are made in the physical process or the
control system. NN can generalise when presented with inputs not appearing in the training
data and make intelligent decisions in cases of noisy or corrupted data. They are also readily
applicable to multivariable systems and have a highly parallel structure, which is expected to
achieve a higher degree of fault tolerance. A NN can operate simultaneously on qualitative
and quantitative data. NN can be very useful when no mathematical model of the system is
available, i.e. analytical models cannot be applied.

Almost all the physical processes are dynamic in nature. Combining dynamic elements such
as filters and delays yield a powerful modelling technique. But the NN operates as a “black
box” with no qualitative/quantitative information available of the model it represents. Usually,
engineers and operators want to visualise how the system is working and what rules govern its
operation. There is also ambiguity about the performance of the NN in case of unexpected
situation (Korbicz et al. 1999).

Fuzzy logic systems, on the other hand, have the ability to mimic the sensing, generalising,
processing, operating and learning abilities of a human operator. They offer a linguistic model of
the system dynamics which can be easily understood by certain rules. They also have inherent
abilities to deal with imprecise or noisy data.

Fuzzy logic can be used with neural networks (Chiang et al. 2001, chapt. 12). A fuzzy
neuron has the same basic structure as the artificial neuron, except that some or all of its
components and parameters may be described through fuzzy logic. A fuzzy neural network is
built on fuzzy neurons or on standard neurons but dealing with fuzzy data. A fuzzy neural
network is a connectionist model for the implementation and inference of fuzzy rules. There are
many different ways to fuzzify an artificial neuron, which results in a variety of fuzzy neurons
and fuzzy networks (Chiang et al. 2001, chapt. 12), (Nelles 2001).

Different neuro–fuzzy structures can be therefore designed to combine the advantages of both
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neural networks and fuzzy logic (Patton et al. 1999, Calado et al. 2001). These structures have
been successfully applied to a wide range of applications from dynamic processes to financial
systems, because of the ease of rule base design, linguistic modelling, application to complex and
uncertain systems, inherent noninear nature, learning abilities, parallel processing and fault–
tolerance abilities (Wu and Harris 1996, Ayoubi 1995). However, successful implementation
depends heavily on prior knowledge of the system and the training data. There are three
common methods of combining neural networks with the fuzzy logic.

1. Fuzzification of the inputs or outputs of the neural networks.

2. Fuzzification of the interconnections of conventional neural networks.

3. Using neural networks in fuzzy models where neurons provide the necessary membership
functions and rule base.

All of the Neuro–fuzzy (NF) modelling structures combine, in a single framework, both
numerical and symbolic knowledge about the process. Automatic linguistic rule extraction is a
useful aspect of NF especially when little or no prior knowledge about the process is available
(Brown and Harris 1994, Jang and Sur 1995). For example, a NF model of a nonlinear dynamical
system can be identified from the empirical data. This modelling approach can give us some
insight about the nonlinearity and dynamical properties of the system.

The most common NF systems are based on two types of fuzzy models TSK (Takagi and
Sugeno 1985, Sugeno and Kang 1988) and (Mamdani 1976, Mamdani and Assilian 1995)
combined with NN learning algorithms. TSK models use local linear models in the conse-
quents, which are easier to interpret and can be used for control and fault diagnosis (Füssel et
al. 1997, Isermann and Ballé 1997). Mamdani models use fuzzy sets or rules as consequents
and therefore give a more qualitative description. The B–spline neural network (with triangular
basis functions) is the simplest of all of the Mamdani NF structures, but the large consequent
rule set means that the method is not easy to use due to low transparency.

Many neuro–fuzzy structures have been successfully applied to a wide range of applications
from dynamic processes to financial systems, because of the ease of rule base design, linguistic
modelling, application to complex and uncertain systems, inherent nonlinear nature, learning
abilities, parallel processing and fault-tolerance abilities. However, successful implementation
depends heavily on prior knowledge of the system and the empirical data (Ayoubi 1995).

NF networks by their intrinsic nature can handle a limited number of inputs and can usually
be identified in a not very transparent way from the empirical data. Transparency corresponds
here to a more meaningful description of the process i.e. less rules with appropriate membership
functions. In ANFIS (Jang 1993, Jang and Sur 1995) a fixed structure with grid partition is
used. Antecedent and consequent parameters are identified by a combination of least-squares
estimates and gradient based methods, the so–called called hybrid learning rule. This method
is fast and easy to implement for low dimensional input spaces. It is more prone to losing the
transparency and the local model accuracy because of the use of error back-propagation that is
a global and not locally nonlinear optimisation procedure. One possible method to overcome
this problem can be to find the antecedents and rules separately e.g. clustering and constrain
the antecedents, and then apply optimisation.

Hierarchical NF networks can be used to overcome the dimensionality problem by decom-
posing the system into a series of MISO and/or SISO systems called hierarchical systems
(Tachibana and Furuhashi 1994). The local rules use subsets of input spaces and are acti-
vated by higher level rules.
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The criteria on which to build a NF model are based on the requirements for fault diag-
nosis and the system characteristics. The function of the NF model in the FDI scheme is also
important i.e. pre–processing data, identification (residual generation) or classification (deci-
sion making/fault isolation). For example, a NF model with high approximation capability
and disturbance rejection is needed for identification so that the residuals are more accurate.
Whereas, in the classification stage, a NF network with more transparency is required.



Chapter 3

Aircraft Simulation Model

This chapter provides a description of the PIPER PA–30 aircraft simulation model. The 6
DoF aircraft model is derived in Section 3.1. The description of the overall simulation model
is completed in Section 3.2. Finally, the mathematical models used for the FDI purpose are
developed in Section 3.3.

3.1 6 DoF Aircraft Model

The aircraft can be considered as a rigid body with a given mass and moments of inertia. For a
rigid body, the system undergoes no deformation and should possess only 6 degrees of freedom,
namely 3 translations and 3 rotations.

The following axes systems are considered (Etkin and Reid 1996b):

• An Earth–fixed axes system OXY Z, such that the plane (X,Y ) coincides with the Earth
surface at the sea level and the axis Z represents the aircraft altitude H changed of sign,
i.e. H = −Z. This axes system is assumed to be an inertial frame of reference.

• A body–fixed axes system O′xyz (the so–called body axes), whose origin O′ is located
identically at the aircraft center gravity C. For such a system, the axis x points forward
out of the nose of the aircraft; the axis y points out through the right wing; and the axis
z points down.

The motion of the aircraft can be described by (Etkin and Reid 1996b):

1. Translation of the origin O′ of the body axes.

2. Rotation of the axes with respect to the inertial space.

3.1.1 Force Equations

Let us consider Newton laws applying to the linear momentum:(
dp

dt

)
OXY Z

=

(
dp

dt

)
O′xyz

+ ω × p = F (3.1)

where F = [Fx Fy Fz]
T represents the external forces applied to the body and the linear

momentum is defined as
p = m VC (3.2)
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where m is the total body mass and VC is the velocity of the center of mass. Hence (3.1)
becomes

m (V̇C + ω × VC) = F (3.3)

Let us point out the components along the body axes of the linear velocity VC and angular
velocity ω

VC =

⎡⎣ u
v
w

⎤⎦ ω =

⎡⎣ pω

qω

rω

⎤⎦ (3.4)

where pω, qω and rω are the roll, pitch and yaw rate, respectively. Then the force equations of
motion along the body axes are given by:

m (u̇ − rω v + qω w) = Fx

m (v̇ − pω w + rω u) = Fy

m (ẇ − qω u + pω v) = Fz

(3.5)

where the force components Fx, Fy and Fz on the right–hand side of the above equations are
due to gravitational, aerodynamic and thrust forces (Etkin and Reid 1996b).

3.1.2 Moment Equations

Let us consider Newton laws applying to the angular momentum:(
dHC

dt

)
OXY Z

=

(
dHC

dt

)
O′xyz

+ ω × HC = M (3.6)

where M = [Mx My Mz]
T represents the external moments applied to the body and the angular

momentum is defined as:

HC = I ω (3.7)

where

I =

⎡⎣ Ix 0 −Ixz

0 Iy 0
−Ixz 0 Iz

⎤⎦ (3.8)

is the inertia moment matrix of the body. Note that the form of I is due to the symmetry
properties of the considered aircraft. Hence (3.6) becomes:

I ω̇ + ω × I ω = M (3.9)

Using the above definitions for ω and I, the moment equations of motion can be written
about the body axes in the following way

Ix ṗω − (Iy − Iz) qω rω − Ixz (ṙω + pω qω) = Mx

Iy q̇ω − (Iz − Ix) rω pω − Ixz (r2
ω − p2

ω) = My

Iz ṙω − (Ix − Iy) pω qω − Ixz (ṗω − qω rω) = Mz

(3.10)

where the moments components Mx, My and Mz on the right side of the above equations are due
to aerodynamic and propulsion forces. Note that there is no contribution from the gravitational
force since these moments are taken about the center of gravity (Etkin and Reid 1996b).
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3.1.3 Euler Angles

The angular velocity components pω, qω and rω about the body axes x, y and z cannot be
integrated to obtain the corresponding angular displacements about these axes. In other words,
the orientation of the aircraft in space is not known until we describe the three rotational degrees
of freedom in terms of a set of independent coordinates. Of course, such a set is not necessarily
unique. One useful set of angular displacements, the so–called Euler angles, is obtained through
successive rotations about three (not necessarily orthogonal) axes as follows.

Let us start with a set of inertial axes OXY Z and perform the following rotations in a
particular order:

1. Rotation about the Z–axis (i.e. yaw) through an angle ψ. This rotation leads to the new
coordinates system (x1, y1, z1).

2. Rotation about the y1–axis (i.e. pitch) through an angle θ. This rotation leads to the
new coordinates system (x2, y2, z2).

3. Rotation about the x2-axis (i.e. roll) through an angle φ. This rotation leads to the new
coordinates system (x3, y3, z3).

The Euler angles for an aircraft are defined as above in terms of ψ, θ and φ. Those angles are
also known as the heading, elevation and bank angle, respectively. At each rotation, components
of a vector expressed in the coordinate frame before and after the rotation are related through
a rotation matrix (Etkin and Reid 1996b). Namely:

1. ψ rotation ⎡⎣ x1

y1

z1

⎤⎦ =

⎡⎣ cos ψ sin ψ 0
− sin ψ cos ψ 0

0 0 1

⎤⎦⎡⎣ X
Y
Z

⎤⎦ = Rz(ψ)

⎡⎣ X
Y
Z

⎤⎦ (3.11)

2. θ rotation ⎡⎣ x2

y2

z2

⎤⎦ =

⎡⎣ cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

⎤⎦⎡⎣ x1

y1

z1

⎤⎦ = Ry(θ)

⎡⎣ x1

y1

z1

⎤⎦ (3.12)

3. φ rotation ⎡⎣ x3

y3

z3

⎤⎦ =

⎡⎣ 1 0 0
0 cos φ sin φ
0 − sin φ cos φ

⎤⎦⎡⎣ x2

y2

z2

⎤⎦ = Rx(φ)

⎡⎣ x2

y2

z2

⎤⎦ (3.13)

It is worth observing that the rotation matrices defined above are orthogonal, hence nonsingular
and invertible.

The angular velocity ω can be expressed as a function of the Euler angles in the following
way: ⎡⎣ pω

qω

rω

⎤⎦ = Rx(φ) Ry(θ)

⎡⎣ 0
0

ψ̇

⎤⎦+ Rx(φ)

⎡⎣ 0

θ̇
0

⎤⎦+

⎡⎣ φ̇
0
0

⎤⎦ (3.14)

that is
pω = φ̇ − ψ̇ sin θ

qω = θ̇ cos φ + ψ̇ cos θ sin φ

rω = ψ̇ cos θ cos φ − θ̇ sin φ

(3.15)
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Since a flat–Earth model is considered, the gravitational force is always pointed along the
Z–axis of the inertial frame of reference. Hence the components of the gravitational forces
along the body axes are obtained as follows:⎡⎣ FGRAx

FGRAy

FGRAz

⎤⎦ = Rx(φ) Ry(θ)

⎡⎣ 0
0

m g(H)

⎤⎦ (3.16)

that is
FGRAx = −m g(H) sin θ

FGRAy = m g(H) cos θ sin φ

FGRAz = m g(H) cos θ cos φ

(3.17)

where g(H) represents the gravity acceleration at current altitude.
The rotational matrices defined above can be also exploited to determine the aircraft position

(in the inertial space) in terms of its linear velocity components u, v and w in the body-fixed
axes (Etkin and Reid 1996b):⎡⎣ Ẋ

Ẏ

Ż

⎤⎦ = Rz(ψ)T Ry(θ)
TRx(φ)T

⎡⎣ u
v
w

⎤⎦ (3.18)

that is:
Ẋ = u cos ψ cos θ + v (− sin ψ cos θ + cos ψ sin θ sin φ)

+ w (sin ψ sin φ + cos ψ sin θ cos φ)

Ẏ = u sin ψ cos θ + v (cos ψ cos φ + sin ψ sin θ sin φ)

+ w (− cos ψ sin φ + sin ψ sin θ cos φ)

Ż = −u sin θ + v cos θ sin φ + w cos θ cos φ

(3.19)

3.1.4 True Air Speed and Aerodynamic Angles

Major contributions to the forces and moments in a flight vehicle are coming from the aerody-
namics of wings, body and tail surfaces. It would be difficult to express these in terms of the
aircraft motion variables u, v and w. However it is much easier to express them in terms of the
true air speed V , angle of attack α and angle of sideslip β.

The true air speed is the speed of an aircraft relative to the airmass in which it flies, i.e.
the magnitude of the vector difference of the velocity of the aircraft and the velocity of the
air. The angles of attack and sideslip (said aerodynamic angles) are defined by performing
a plane rotation about the body y–axis, followed by a plane rotation about the new z–axis,
such that the final x–axis is aligned directly into the relative wind (i.e. the direction of the
air over the aircraft wings and control surfaces). The first rotation defines the stability axes,
and the angle of attack is the angle between the body–fixed x–axis and the stability x–axis.
The second rotation leads to a set of wind axes, and the sideslip angle is the angle between the
stability x–axis and the wind x–axis, as recalled in Figure 3.1 (Etkin and Reid 1996b, Stevens
and Lewis 2003).

The linear velocity components u, v and w can be expressed in terms of V , α and β as
follows:

u = V cos β cos α

v = V sin β

w = V cos β sin α

(3.20)
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Figure 3.1: Aircraft axes and angles.

Note that by substituting (3.20) into (3.5) the following equations are obtained:

u̇ =
Fx

m
+ rω (V sin β) − qω (V cos β sin α)

v̇ =
Fy

m
+ pω (V cos β sin α) − rω (V cos β cos α)

ẇ =
Fz

m
+ qω (V cos β cos α) − pω (V sin β)

(3.21)

By differentiating the equations (3.20) with respect to time also the linear acceleration
components u̇, v̇ and ẇ can be derived in terms of V , α and β⎡⎣ u̇

v̇
ẇ

⎤⎦ =

⎡⎣ cos α −V sin α cos β −V cos α sin β
sin β 0 V cos β

sin α cos β V cos α cos β −V sin α sin β

⎤⎦⎡⎣ V̇
α̇

β̇

⎤⎦ (3.22)

Solving for V̇ , α̇ and β̇, the following linear system is obtained (Etkin and Reid 1996b):⎡⎣ V̇
α̇

β̇

⎤⎦ =

⎡⎣ cos α cos β sin β sin α cos β
− sin α/(V cos β) 0 cos α/(V cos β)
− cos α cos β/V cos β/V − sin α sin β/V

⎤⎦⎡⎣ u̇
v̇
ẇ

⎤⎦ (3.23)
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3.1.5 Overall Model

The equations governing the motion of a rigid body aircraft are summarised in the following.

• Equations representing the time derivative of the linear momentum related to total forces
applied to the aircraft (obtained substituting (3.21) into (3.23))

V̇ = Fx
cos α cos β

m
+ Fy

sin β

m
+ Fz

sin α cos β

m

α̇ =
−Fx sin α + Fz cos α

m V cos β
+ qω − (

pω cos α + rω sin α
)

tan β

β̇ =
−Fx cos α sin β + Fy cos β − Fz sin α sin β

m V
+ pω sin α − rω cos α

(3.24)

• Equations representing the time derivative of the the angular momentum related to total
moments applied to the aircraft (obtained from (3.10))

ṗω =
Mx Iz + Mz Ixz + pω qω Ixz

(
Ix − Iy + Iz

)
+ qω rω

(
Iy Iz − Ixz

2 − Iz
2
)

Ix Iz − Ixz
2

q̇ω =
My + pω rω

(
Iz − Ix

)− p2
ω Ixz + r2

ω Ixz

Iy

ṙω =
Mx Ixz + Mz Ix + pω qω

(
Ix

2 − Ix Iy + Ixz
2
)

+ qω rω Ixz

(− Ix + Iy − Iz

)
Ix Iz − Ixz

2

(3.25)

• Equations representing the cinematic equations for the Euler angles propagation (obtained
from (3.15))

φ̇ = pω + qω sin φ tan θ + rω cos φ tan θ

θ̇ = qω cos φ − rω sin φ

ψ̇ =
qω sin φ + rω cos φ

cos θ

(3.26)

• Equations relating the true air speed to the position coordinates respect to an inertial
reference frame with the origin at the sea level (obtained substituting (3.20) into (3.19))

Ẋ = V cos ψ
[
cos α cos β cos θ + sin θ

(
sin β sin φ + sin α cos β cos φ

)]
− V sin ψ

(
sin β cos φ − sin α cos β sin φ

)
+ VAx

Ẏ = V sin ψ
[
cos α cos β cos θ + sin θ

(
sin β sin φ + sin α cos β cos φ

)]
+ V cos ψ

(
sin β cos φ − sin α cos β sin φ

)
+ VAy

Ḣ = V cos α cos β sin θ − V cos θ
(
sin β sin φ + sin α cos β cos φ

)− VAz

(3.27)

Total force and moment components can be expressed by the combinations of aerodynamic,
thrust and gravitational contribution as follows (Etkin and Reid 1996b):

Fx = FAERx + Th − m g(H) sin θ

Fy = FAERy + m g(H) cos θ sin φ

Fz = FAERz + m g(H) cos θ cos φ

(3.28)
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Mx = MAERx

My = MAERy + dT Th

Mz = MAERz

(3.29)

where Th is the thrust and dT is the distance between the aircraft center of gravity and the
thrust axis. Note that the gravitational contribution to total forces is obtained from (3.17).
Note also that there is not gravitational contribution to the total moments.

As to the aerodynamic forces FAER(.) and moments MAER(.), a set of local approximations
has been computed and scheduled depending on the values assumed by true air speed, flap,
altitude, curve radius, and flight path angle (i.e. the angle between velocity vector respect
to air and its projection over the horizontal plane). In this way, it is possible to obtain a
mathematical model for each flight condition. This model is suitable suitable for a state–space
representation, as it can be made explicit.

The parameters in the analytic representation of the aerodynamic actions have been ob-
tained from wind tunnel experimental data, as reported in (Fink and Freeman 1969, Koziol
1971), and the aerodynamic actions are expressed along the axes of the wind reference sys-
tem. It should be observed that aerodynamic forces and moments are not implemented by the
classical linearised expressions (stability derivatives) as reported in Flight Dynamic textbook,
(Etkin and Reid 1996a). Aerodynamic actions, in fact, are implemented by means of cubic
splines approximating the non–linear experimental curves given in (Fink and Freeman 1969).

Remark 1. The thrust term Th depends on the throttle aperture percentage δth (see Sec-
tion 3.2.1), whilst the aerodynamic action terms FAER(.) and MAER(.) depends on the control
surfaces deflection angles, i.e. δa, δe and δr that are the aileron, elevator and rudder deflection
angles, respectively. δth, δa, δe and δr represent the control inputs of the monitored system for
FDI purpose.

3.2 Simulation Model Subsystems

3.2.1 Engine Model

A first order dynamic model of a 4-pistons aspirated engine with the throttle aperture as input
and the thrust intensity as output has been considered. The propulsion system of the PIPER
PA–30 aircraft consists of two engines of this type.

The main advantage of this model consists in the fact that it is both simple and based on
the dynamic balance of the torques insisting on the propeller. The engine model can be written
as follows

ṅe =
(1 − ηpr − ηair)

Ipr

(
60

2 π

)2
ρ(H)

ρ(0)

√
T (H)

T (0)

δth

ne

Pc(ne) − Jv

Ipr

(
2 π

60

)2

n3
e (3.30)

with

Th =
2 ηpr

V cos α cos β

ρ(H)

ρ(0)

√
T (H)

T (0)
δth Pc(ne) (3.31)

where ne is the engine shaft angular rate, Jv is the viscous friction coefficient of the transmission
shaft, Ipr is the propeller moment of inertia, ηpr is the propeller efficiency, ηair is the percentage
loss of available power due to air, ρ(H) is the air density at current altitude, T (H) is the air
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temperature at current altitude and Pc(ne) is the engine power behaviour with respect to ne at
full throttle.

The model (3.30) is obtained by the equilibrium of torques (inertial, viscous friction, load
and driving torque Td) applied to the engine shaft with the assumption of a propeller with
constant efficiency

Ipr
2 π

60
ṅe + Jv

(
2 π

60
ne

)3

+ (ηpr + ηair) Td = Td (3.32)

with

Td =
60

2 π

BP(H)

ne

(3.33)

where BP(H) is the brake power at current altitude (Ojha 1995)

BP(H) =
ρ(H)

ρ(0)

√
T (H)

T (0)
BP(0) BP(0) = δth Pc(ne) (3.34)

The nonlinear curve Pc(ne) has been approximated by means of a cubic spline derived from
(Koziol 1971).

3.2.2 Atmosphere Model

Air Temperature and Density

The atmoshpere model describes the behaviour of temperature and air density as a function of
altitude above the mean sea level.

The temperature is considered a linear decreasing function of altitude with a constant slope
GT = 6.5 oK/Km up to a maximum altitude of 11 Km, starting with a value of T (0) at the sea
level.

The air is assumed to be a perfect gas, therefore the air density is related to the altitude
by the following differential equation

dρ

dH
= −ρ

g(H) M

R T (H)
(3.35)

with

g(H) = g(0)

(
r

r + H

)2

(3.36)

where M is the molar mass of the air mixture, R is the universal constant of perfect gases and
r is the mean earth radius. Solving the differential equation the following air density model is
obtained

ρ(H) = ρ(0)

[
T (0)

r

(
r + H

T (0) − GT H

)] Kρ GT
(r GT +T (0))2

e
Kρ H

r (r GT +T (0)) (r+H) (3.37)

where

Kρ = −M g(0) r2

R
(3.38)
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Wind, Wind Shear and Wind Gusts

The atmosphere model embeds also a mathematical model description of the wind, wind shear
and wind gusts.

The wind is modeled as a constant velocity bias vector (whose components are VAx, VAy

and VAz) of the atmosphere respect to the ground.
The wind shear is a vertical gradient of the wind velocity. Its effects are relevant for low

altitude and it can be described by equations that represent a good approximation of the wind
shear model published in (Moorhouse and Woodcock 1980) by means of the following smooth
functions

VAx = cos(ψwind) Osat

(
1 − e

− 5 H
Hlim

)
VAy = sin(ψwind) Osat

(
1 − e

− 5 H
Hlim

)
(3.39)

VAz = Vsat

(
1 − e

− 5 H
Hlim

)
where ψwind is the direction of the arrival of the wind, Osat is the wind maximum horizon-
tal ground speed, Vsat is the wind maximum vertical ground speed and Hlim is the reference
maximum altitude for wind shear. A suitable value for the reference maximum altitude is
Hlim = 60 m. The wind shear velocity gradient effect can be assimilated to a motion in a non
inertial reference frame and therefore causes the so–called apparent forces, extremely dangerous
during the approach phase.

While the wind consist in the atmosphere steady motion, the wind gusts represent an air
motion with zero mean velocity. Wind gusts are modeled as body axes air velocity (wu, wv and
ww) described by means of colored stochastic processes generated by first order shaping filters
with the correlation times and wind covariance (Moorhouse and Woodcock 1980) specified in
Table 3.1

Table 3.1: Wind gusts model parameters.
Correlation time Wind covariance

τu = 2.326 s E[w2
u] = 0.7 (m/s)2

τv = 7.143 s E[w2
v] = 0.7 (m/s)2

τw = 0.943 s E[w2
w] = 0.7 (m/s)2

Remark 2. The wind gusts represent the disturbances acting on the system. In the residual
generators design those disturbances must be decoupled in order to assure the robustness of the
proposed FDI techniques.

3.2.3 Servo–Actuators Model

The main task of the servo–actuators is to move the control surfaces: elevator, aileron and
rudder. Moreover, there is a forth servo–actuator that steers the throttle positioning.

In the considered aircraft the servo–actuators are DC–motors. Therefore they are modeled
as second order dynamic systems without zeros. In order to avoid out of range of the deflection
surfaces, overshoots during transient responses are unwished. Consequently, the loop controls
of the actuators have been designed with gain constants assuring real and coincident poles to
the servos. The values of the poles of the transfer functions used for each servo are shown in
Table 3.2.
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Table 3.2: Transfer function poles of the servos.
Elevator servo Aileron servo Rudder servo Throttle servo

−3.45 s−1 −3.45 s−1 −3.45 s−1 −8.26 s−1

3.2.4 Measurement Errors Description

In the following, a brief description of the measurement subsystems used by the simulation
model is provided. It is worth noting that the sensor models embed all the possible sources of
disturbance (calibration and alignment errors, scale factor, white and coloured noises, limited
bandwidth, g–sensitivity, gyro drift, etc.).

Command Surfaces Deflection Measurements

It is assumed that the deflection angles δe, δa, δr and δth are acquired with a sample rate of
100 Hz by means of potentiometers. These sensors are affected by errors modelled by two
additive components: bias and white noise. The bias values and the standard deviation (std)
of the noises are given in Table 3.3. The reported parameters have been obtained by means
of experimental tests performed at the aerospace engineering laboratory of the University of
Bologna.

Table 3.3: Input sensor errors parameters.
Input sensor Bias White Noise Std

Elevator deflection angle 0.0052 rad 0.0053 rad
Aileron deflection angle 0.0052 rad 0.0053 rad
Rudder deflection angle 0.0052 rad 0.0053 rad

Throttle aperture 1% 1%

Angular Rate Measurement

It is assumed that the angular rate measurements are given by a set of three gyroscopes of
an Inertial Measurement Unit (IMU) with a sample rate of 100 Hz. The errors affecting this
measurement unit can be classified as follows (Randle and Horton 1997):

• Errors due to non–unitary scale factor, modelled by a multiplicative factor belonging to
the range [0.99, 1.01].

• Alignment error of spin axes with respect to body (reference) axes. These errors can be
modelled by considering each spin axis oriented in a 3D space by means of an azimuth
and elevation angle with respect to its reference axis. It this way, the alignment errors can
be described by six error angles up to 1o. It is worth observing that the errors previously
considered are generated by means of uniform random variables updated every simulation.

• Limited bandwidth of the considered gyro (10 Hz).

• g–sensitivity (72o/(h g)).

• Additive white noise (216o/h).
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• Gyro drift, described by a coloured stochastic process characterised by a standard devia-
tion of 1080o/h and a decay time of 20 min.

Attitude Angle Measurement

The angles are actually generated by a digital filtering system based on a DSP that processes
both the angular rate and the accelerations provided by the IMU with a sample rate of 100 Hz.

The angle generation system has been considered equivalent to a mechanical vertical gyro
for aeronautical purposes (artificial horizon). As reported in ((Bryson 1994), Chapter 11), the
measurement errors are due to the sum of two causes:

• A systematic error generated by the apparent vertical. This effect cannot be neglected
because the fault diagnosis, as it will be shown in the following, has to be performed in
coordinated turn flight condition.

• A white noise modelling the imperfection of both the system and the environment influ-
ences.

The behaviour of this angle measurement system is such that the previous two effects
are correlated by a first order filter system with time constant equal to 60 s (Bryson 1994).
Therefore, the resulting attitude angle measurements are affected by an additive coloured noise
characterised by a standard deviation of 1o.

The angular rate measurements exploited by the attitude angle estimation system are pro-
vided by a gyroscope unit that is different from the gyroscope device estimating directly the
angular rates. In fact, the gyroscope unit adopted for attitude angle estimation must guarantee
a low drift, since the angular rate signals measured on this unit are integrated by the system
to obtain angles. On the other hand, the gyroscope device directly providing the angular rate
measurements requires larger bandwidths (Titterton and Weston 2005).

Air Data System (ADS)

It is assumed that the ADS unit consists of an Air Data Computer (ADC) providing measure-
ments with a sample rate of 1 Hz. The errors affecting the true air speed can be classified as
follows:

• Calibration error affecting the differential pressure sensor. This error leads to a true air
speed computation systematic error, performed the ADC, fulfilling the ARINC (Aeronau-
tical Radio Inc.) (ARINC 1998) accuracy requirements (2 m/s) (Bryson 1994).

• Additive coloured noise induced by wind gusts and atmospheric turbulence (std 1 m/s
and correlation time 2.3 s).

• Additive white noise (std 0.5 m/s) modelling the imperfection of the system and the
environment influences.

With regards to the altitude, errors can be classified as:

• Calibration error affecting the static pressure sensor. This error leads to an altitude
computation systematic error, performed the ADC, fulfilling the ARINC accuracy re-
quirements (5 m) (ARINC 1998).
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• Additive white noise (std 1 m) modelling the imperfection of the system and the environ-
ment influences.

With regards to the attack and sideslip angle, errors can be classified as:

• Calibration error affecting the wing boom sensors. This systematic error is 1o for both
angles.

• Additive white noise (std 2o) modelling the imperfection of the sensor and the wind
turbulence effects.

Heading Reference System (HRS)

This unit is assumed to consist of a magnetic compass coupled to a directional gyro. As reported
in (Bryson 1994) the measurement errors are due to the sum of two causes:

• A systematic error generated by a bias of the magnetic compass (1o).

• A white noise modelling the imperfection of the system and the environment influences.

The behaviour of the HRS system is such that the two previous effects are correlated by a
first order filter with time constant equal to 60 s (Bryson 1994). Hence, the resulting heading
measurement is affected by an additive coloured noise characterised by a std 1o.

Similar assumptions regarding the attitude angle and angular rate estimation hold for the
HRS system, where the directional gyro unit is different from the other measurement subsystem
components.

Engine Shaft Rate Measurement

The engine shaft rate is measured by means of an incremental encoder whose errors are modelled
as a white noise. The quantisation error of the encoder is determined by a resolution of
10000 pulse/rev.

3.2.5 NGC System

In Figure 3.2 the overall architecture is shown. The blocks corresponding to the navigation,
guidance and control functions are highlighted with the processed information.

Navigation System

The aim of the navigation system is twofold:

1. To estimate the aircraft state, that is position, velocity and attitude.

2. To select the trajectory branch to be followed and to provide its parameters to downstream
blocks.

It is composed by three subsystems: the sensors and navigation filters, the navigation
selector and the trajectory data–base.

As to the first task, usually the estimate of the aircraft state is accomplished by means of a
data fusion, performed inside the sensors and navigation filters subsystem, that processes the
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Figure 3.2: Overall architecture of the NGC system.

signals provided by the aircraft sensors: GPS, barometric altimeter, Pitot tube, attitude and
heading reference system, rate gyros.

The second task is performed by the navigation selector subsystem that interacts with the
trajectory data–base subsystem. Therefore the data-base has to contain the characteristic
parameters which describe the following trajectory branches:

• The class of branches corresponding to leveled wing, straight and symmetric flight con-
ditions.

• The class of branches corresponding to horizontal coordinated turns.

These classes of trajectory branches correspond to standard steady flight conditions, so that
it is straightforward to determine the trim values for the control surfaces deflection, throttle
aperture, attitude angles, aerodynamic angles, angular rates and engine rpm.

Guidance System

The main task of the guidance system is to provide to the control block:

• The error on the velocity vector direction (∆ψ, ∆H) on the basis of the actual values of
inertial position and velocity.

• The reference values of true air speed (V ), aerodynamic angles (α, β), inertial angular
rates (pω, qω, rω), attitude angles (φ, θ) and engine angular rate (ne) directly from the
navigation selector.

Control System

The control system stabilises the aircraft around the selected stationary flight condition. It is
projected by means of classical LQ optimal law applied to attitude linearised models.
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3.3 Aircraft FDI Model

This section describes the so–called aircraft FDI model, i.e. the model used to design the
residual generators, for both the PM and the NLGA–based techniques.

3.3.1 PM FDI Model

The proposed PM FDI scheme can be properly applied to a linear system. Hence the aircraft
simulation model presented in the previous section has to be linearised for different flight con-
dition. The linear model embeds the linearisation of both the 6–DoF model and the propulsion
system as follows

ẋ(t) = Ax(t) + B c(t) + E d(t) (3.40)

with

x(t) =
[

∆V (t) ∆α(t) ∆β(t) ∆pω(t) ∆qω(t) ∆rω(t)

. . . ∆φ(t) ∆θ(t) ∆ψ(t) ∆H(t) ∆ne(t)
]T

c(t) =
[

∆δe(t) ∆δa(t) ∆δr(t) ∆δth(t)
]T

d(t) =
[

wu(t) wv(t) ww(t)
]T

(3.41)

where ∆ denotes the variations of the considered variables, while c(t) and d(t) are the control
inputs and the disturbances respectively. The disturbance contribution of the wind gusts as
air velocity components, wu, wv and ww, along body axes was also considered. The output
equation associated with the model (3.40) is of the type y(t) = C x(t), where the rows of C
correspond to rows of the identity matrix, depending on the measured variables.

3.3.2 NLGA FDI Model

The NLGA FDI scheme requires a nonlinear input affine system (De Persis and Isidori 2001),
but the adopted simulation model of the aircraft does not fulfil this requirement. For this
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reason, the following simplified aircraft model is used

V̇ = −(CD0 + CDαα + CDα2α
2)

m
V 2 + g (sin α cos θ cos φ − cos α sin θ)

+
cos α

m

tp
V

(t0 + t1ne) δth + wv sin α

α̇ = −(CL0 + CLαα)

m
V +

g

V
(cos α cos θ cos φ + sin α sin θ) + qω

− sin α

m

tp
V 2

(t0 + t1ne) δth +
cos α

V
wv

β̇ =
(CD0 + CDαα + CDα2α

2) sin β + CY ββ cos β

m
V + g

cos θ sin φ

V

+ pω sin α − rω cos α − cos α sin β

m

tp
V 2

(t0 + t1ne) δth +
1

V
w�

ṗω =
(Clββ + Clp pω)

Ix

V 2 +
(Iy − Iz)

Ix

qωrω +
Cδa

Ix

V 2δa

q̇ω =
(Cm0 + Cmαα + Cmq qω)

Iy

V 2 +
(Iz − Ix)

Iy

pωrω +
Cδe

Iy

V 2δe

+
td
Iy

tp
V

(t0 + t1ne) δth

ṙω =
(Cnββ + Cnr rω)

Iz

V 2 +
(Ix − Iy)

Iz

pωqω +
Cδr

Iz

V 2δr

φ̇ = pω + (qω sin φ + rω cos φ) tan θ

θ̇ = qω cos φ − rω sin φ

ψ̇ =
(qω sin φ + rω cos φ)

cos θ

ṅe = tnn
3
e +

tf
ne

(t0 + t1ne) δth

(3.42)

where C(·) are the aerodynamic coefficients; t(·) are the engine parameters; wv, wl are the vertical
and lateral wind disturbance components. The model (3.42) has been obtained on the basis of
the following assumptions:

• The expressions of aerodynamic forces and moments have been represented by means of
series expansions in the neighbourhood of the steady–state flight condition, then only the
main terms are considered.

• The engine model has been simplified by linearising the power with respect to the angular
rate behaviour in the neighbourhood of the trim point.

• The second order coupling between the longitudinal and lateral–directional dynamics have
been neglected.

• The x–body axis component of the wind has been neglected. In fact, the aircraft behaviour
is much more sensitive to the y–body and z–body axis wind components.

• The rudder effect in the equation describing the β dynamics has been neglected. It is
worth noting that the designs and the simulations of the NLGA residual generators are
robust with respect to this approximation. In fact, the model of the β dynamics will
never be used.
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Chapter 4

Linear Polynomial Method for FDI

In this chapter the FDI scheme relying on the Polynomia approach is presented (Bonfè et
al. 2004, Simani 2004, Simani and Bonfè 2004, Simani et al. 2004, Beghelli et al. 2005b, Beghelli
et al. 2005a, Bonfè et al. 2006, Bonfè et al. 2006, Simani et al. 2007a, Simani and Benini 2007,
Benini et al. 2008b, Bonfè et al. 2008). The general expression for the residual generator is
provided in Section 4.1, whilst the optimisation procedure for the selection of the residual
generator parameters is developed in Section 4.2. Finally, a solution for the FDI problem on
input–output sensors is proposed in Section 4.3.

4.1 Residual Generation

Let us consider a linear, time–invariant, continuous–time system described by the following
input–output equation:

P (s) y(t) = Qc(s) c(t) + Qd(s) d(t) + Qf (s) f(t) (4.1)

where y(t) is the m–dimensional output vector, c(t) is the �c–dimensional known–input vector,
d(t) is the �d–dimensional disturbance vector, f(t) is the �f–dimensional monitored fault vector.
P (s), Qc(s), Qd(s), Qf (s) are polynomial matrices with dimension (m×m), (m× �c), (m× �d),
(m × �f ), respectively; P (s) is nonsingular.

The input–output model (4.1) is obtained from the aircraft linearised state–space model (3.40).
Models of type (4.1) are a powerful tool in all fields where the knowledge of the system state
does not play a direct role, such as residual generator design, identification, de–coupling, out-
put controllability, etc. Algorithms to transform state–space models to equivalent input–output
polynomial representations and vice–versa are reported in (Guidorzi 1975).

A general linear residual generator for the fault detection process of system (4.1) is a filter
of type:

R(s) r(t) = Sy(s) y(t) + Sc(s) c(t) (4.2)

that processes the known input–output data and generates the residual r(t), i.e. a signal which
is “small” (ideally zero) in the fault–free case and is “large” when a fault is acting on the
system.

Without loss of generality, r(t) can be assumed to be a scalar signal. In such condition R(s)
is a polynomial with degree greater than or equal to the row–degree of Sc(s) and Sy(s), in order
to guarantee the physical realisability of the filter.

71
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An important aspect of the design concerns the de–coupling of the disturbance d(t) to
produce a correct diagnosis in all operating conditions. If L(s) is a row polynomial vector
belonging to N�(Qd(s)), i.e. the left null–space of the matrix Qd(s), it results:

L(s) Qd(s) d(t) = 0 (4.3)

hence pre–multiplying all the terms in (4.1) by L(s), we obtain

L(s) P (s) y(t) − L(s) Qc(s) c(t) = L(s) Qf (s) f(t) (4.4)

Starting from (4.4) with f(t) = 0, it is possible to obtain a residual generator of type (4.2)
by setting:

Sy(s) = L(s) P (s)

Sc(s) = −L(s) Qc(s)

R(s) = r1 snr + r2 snr−1 + . . . + 1

(4.5)

where nr ≥ nf and nf is the maximal row–degree of the pair {L(s) P (s), L(s) Qc(s)}. The
polynomial R(s) can be arbitrarily selected. The choice of R(s) leads to an asymptotically
stable filter when the real parts of the nr roots are negative. In this way, in absence of fault,
relation (4.4) can be rewritten also in the following form:

R(s) r(t) = L(s) P (s) y(t) − L(s) Qc(s) c(t) = 0 (4.6)

whilst, when a fault is acting on the system, the residual generator is governed by the relation:

R(s) r(t) = L(s) Qf (s) f(t) (4.7)

and r(t) assumes values that are different from zero if L(s) does not belong to the left null–space
of the matrix Qf (s).

4.1.1 Polynomial Basis Computation

In order to determine all possible residual generators of minimal order, it is necessary to trans-
form model (4.1) into a minimal input–output polynomial representation, that is an equivalent
representation with the polynomial matrix P (s) row reduced (Kailath 1980):

P (s) = D(s) N + E(s) (4.8)

where D(s) = diag {sν1 , sν2 , . . . , sνm} and the highest–row–degree coefficient matrix N is non–
singular.

In this condition, the integers νi represent the set of the Kronecker output invariants associ-
ated to the pair {A,C} of every observable realization of {P (s), Q(s)} in the state-space. This
step can be omitted if the designer is not interested in using minimal order residual generators.

Moreover, it is necessary to compute a minimal basis of N�(Qd(s)). Under the assumption
that matrix Qd(s) is of full normal rank, i.e. rank Qd = �d, N�(Qd(s)) has dimension m − �d

and a minimal basis of such subspace can be computed as suggested in (Kailath 1980).
It can be noted that in absence of disturbances �d = 0 so that N�(Qd(s)) coincides with the

whole vector space. Consequently, a set of residual generators for system (4.1) with f(t) = 0
can be expressed as:

Rri(s) ri(t) = Pri(s) y(t) − Qcri
(s) c(t) i = 1, . . . ,m (4.9)
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where Pri(s) and Qcri
(s) are the i–th rows of matrices P (s) and Qc(s) respectively, νi is the

degree of Pri(s) and Rri(s) is an arbitrary polynomial with degree equal to νi and with all the
roots with negative real part. Since Qcri

(s) cannot show a degree greater than νi, the physical
realisability of the residual generator is guaranteed.

In general, for 0 < �d < m matrix Qd(s) can be partitioned in the following way:

Qd(s) =

[
Qd1(s)
Qd2(s)

]
(4.10)

where matrices Qd1(s) and Qd2(s) have dimensions �d × �d and (m − �d) × �d respectively. It
can be assumed, without loss of generality, that matrix Qd1(s) is non singular. In this case it
can be easily verified that a basis of N�(Qd(s)) is given by the following polynomial matrix:

B(s) =
[

Qd2(s) adj Qd1(s) −det Qd1(s) Im−�d

]
(4.11)

by assuming adjQd1(s) = 1 for �d = 1. In indicates the identity matrix of dimension n, whilst
Im
n indicates the m–th column of In. Note also that B(s) has dimension (m − �d) × m. By

partitioning P (s) and Qc(s) as Qd(s):

P (s) =

[
P1(s)
P2(s)

]
Qc(s) =

[
Qc1(s)
Qc2(s)

]
(4.12)

a basis (not necessarily of minimal order) of the residual generator (4.2) for the system (4.1) with
f(t) = 0 is obtained by replacing in (4.5) the row polynomial vector L(s) with the polynomial
matrix B(s), i.e.:

Sy(s) = Qd2(s) adj Qd1(s) P1(s) − det Qd1(s) P2(s)

Sc(s) = −Qd2(s) adj Qd1(s) Qc1(s) + det Qd1(s) Qc2(s)

R(s) = diag {R1(s), R2(s), . . . , Rm−�d
(s)}

(4.13)

where the degree of the polynomial Ri(s) is nfi
, that is the degree of the i–th row of the matrix

Sy(s).
By denoting with n∗

f the minimal value of the integers nfi
it is easy to prove that the order

n∗
f of a minimal order residual generator for system (4.1) is constrained in the following range:

νmin ≤ n∗
f ≤ (�d + 1) νmax (4.14)

where νmin and νmax are the least and the greatest Kronecker invariant, respectively. The lower
bound can be obtained in the no–disturbance case (�d = 0) from relation (4.9) by selecting the
row of P (s) associated to the least Kronecker invariant. The upper bound can be obtained by
taking into account the maximal degree of the polynomials of the matrices. Similar results, but
obtained with a different approach can be found in (Frisk and Nyberg 2001).

4.1.2 Input–Output Sensor Fault Detection

Equation (4.1) considers also the cases of additive faults on the input and output sensors, fc(t)
and fo(t), respectively. In this situation, only the measurements given by the relations:

c∗(t) = c(t) + fc(t)

y∗(t) = y(t) + fo(t)
(4.15)
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are available for the residual generation so that the system (4.1) becomes:

P (s) (y∗(t) − fo(t)) = Qc(s) (c∗(t) − fc(t)) + Qd(s) d(t) (4.16)

and the residual generator can be written in the following way:

R(s) r(t) = L(s) P (s)y∗(t) − L(s) Qc(s) c∗(t)

= L(s) Qc(s) fc(t) − L(s) P (s) fo(t)
(4.17)

The residual generator described by (4.17) can be seen as an Errors–In–Variables (EIV) model
(Van Huffel and Lemmerling 2002) with respect the input and output variable, as the measure-
ments that feed the residual function are affected by additive faults. This description highlights
the importance of the residual generator in the form of (4.17), and it is represented in Figure
Fig. 4.1.

c(t) y(t)

fc(t) fo(t)

c∗(t)

y∗(t)

r(t)

System

Residual

generator

Figure 4.1: Residual generator and general sensor fault diagnosis scheme.

4.2 Residual Optimisation

The residual generator of Eq. (4.2) with the relations of Eq. (4.5) is considered, under the
assumption that f(t) is a scalar and, consequently, Qf (s) is a vector:

R(s) r(t) = L(s) P (s) y(t) − L(s) Qc(s) c(t)

= L(s) Qf (s) f(t)
(4.18)

The diagnostic capabilities of the filter of Eq. (4.18) strongly depend on the choice of the
terms L(s) and R(s). This section proposes a method for the design of these polynomials when
q = m − �d ≥ 2.

The design freedom in the selection of the polynomial row matrix L(s) can be used to opti-
mise the sensitivity properties of r(t) with respect to the fault f(t), for example by maximising
the steady–state gain of the transfer function:

Gf (s) =
L(s) Qf (s)

R(s)
(4.19)

given in Eq. (4.18).
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In particular, if the row vectors bi(s) (with i = 1, . . . , q) are the q rows of the basis B(s),
L(s) can be expressed as linear combination of these vectors:

L(s) =

q∑
i=1

ki bi(s) (4.20)

where ki are real constants maximising the steady–state gain of the residual generator with
respect to the fault, that is:

lim
s→0

1

R(s)

[
q∑

i=1

ki bi(s)

]
Qf (s) =

[
q∑

i=1

ki bi(0)

]
Qf (0) (4.21)

with the constraint
q∑

i=1

ki
2 = 1. (4.22)

In this way, when the fault f(t) is a step–function of magnitude F , the steady–state residual
value is expressed as:

lim
t→∞

r(t) = lim
s→0

s
L(s) Qf (s)

R(s)

F

s
=

[
q∑

i=1

ki bi(0)

]
Qf (0) F (4.23)

Another design choice regards the location of the roots of the polynomial R(s) in the left–
half s–plane, i.e. the poles of Gf (s). Since the real coefficients ki are fixed maximising the
steady–state gain there are not design freedom to arbitrarily assign the zeros. In order to solve
this problem, in the relation of Eq. (4.20), the polynomial coefficients ki(s) can be considered;
in fact, under this assumption, L(s) still belongs to the subspace N�(Qd(s)). Consequently, in
the selection of L(s), there are additional degrees of freedom that can be exploited in order to
locate the zeros of Gf (s).

The zeros and poles location influences the transient characteristics (maximum overshoot,
delay time, rise time, settling time, etc.) of the residual generator. In many applications, these
characteristics must be kept within tolerable or prescribed limits, in order to guarantee good
performances of the filter in terms e.g. of fault detection times and false alarm rates. This
leads to define a poles reference polynomial U(s) and a zeros reference polynomial H(s) whose
roots are the poles and the zeros to be assigned, respectively, in order to assure the desired
transient characteristics. R(s) and L(s) have to be determined in order to obtain the following
transfer function:

Gf (s) =
H(s)

U(s)
(4.24)

4.2.1 Residual Generator Optimisation

This section shows the existence and the uniqueness of the solution to the problem of the
maximisation of the gain of residual generator function steady–state gain previously formalised.
Moreover, the analytical computation of this solution is provided.
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Since it is conventionally assumed R(0) = 1 as remarked in Section 4.1, if the real vectors
are defined as follows:

k =

⎡⎢⎢⎢⎣
k1

k2
...
kq

⎤⎥⎥⎥⎦ a = B(0) Qf (0) =

⎡⎢⎢⎢⎣
a1

a2
...
aq

⎤⎥⎥⎥⎦ (4.25)

the considered problem can be recasted as follows.

Problem 1. Given a, determine k that maximises the steady–state gain, that is, the function
Φ(k) given by the expression

Φ = kT a =

q∑
i=1

ai ki (4.26)

under the constraint of Eq. (4.22).

The constraint of Eq. (4.22) describes a hypersphere, whilst the function Φ represents a hy-
perplane. The unknown coefficients ki must belong to both the hyperplane and the hypersphere.
Therefore, the points of tangency between the hypersphere and the hyperplane represents the
solutions that maximise or minimise Φ.

Figure 4.2 illustrates the solution of Problem 1 when q = 2. In this case the constraint (4.22)
is represented by a circle, whilst the expression of the function Φ is a straight line. The unknown
coefficients representing the solution must belong to both the circle and the straight line. Since
the coefficients a1 and a2 are fixed, the position of the straight line is univocally determined by
Φ. If Φ increases, the straight line moves to the right, whilst if Φ decreases, the straight line
moves to the left. Moreover, if Φ = 0, the straight line passes through origin. Consequently, the
point of tangency on the right between the straight line and the circle represents the solution
that maximise Φ, whilst the point of tangency on the left represents the solution that minimise
Φ. Φmax and Φmin, represented in Figure 4.2, are the maximum and the minimum value of Φ.

In the following, an exact solution for Problem 1 is proposed. Starting from Eq. (4.22), k1

is expressed as a function of k2, k3, . . . , kq and it is substituted into Eq. (4.26):

Φ = a1

√
1 − k2

2 − k3
2 − . . . − kq

2 + a2 k2 + . . . + aq kq (4.27)

By computing ∇Φ = 0, i.e.:

∂Φ

∂k2

=
1

2
a1

−2 k2√
1 − k2

2 − k3
2 − . . . − kq

2
+ a2 = 0

∂Φ

∂k3

=
1

2
a1

−2 k3√
1 − k2

2 − k3
2 − . . . − kq

2
+ a3 = 0

...

∂Φ

∂kq

=
1

2
a1

−2 kq√
1 − k2

2 − k3
2 − . . . − kq

2
+ aq = 0

(4.28)
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k1

k2

Φ ↓

Φ ↑

a1 k1 + a2 k2 = Φmin

a1 k1 + a2 k2 = 0

a1 k1 + a2 k2 = Φmax

Figure 4.2: Graphical solution of Problem 1 when q = 2.

and squaring the expression, after algebraic manipulation:

a2
2 = (a2

2 + a1
2)k2

2 + a2
2 k3

2 + . . . + a2
2 kq

2

a3
2 = a3

2 k2
2 + (a3

2 + a1
2) k3

2 + . . . + a3
2 kq

2

...

aq
2 = aq

2 k2
2 + aq

2 k3
2 + . . . + (aq

2 + a1
2) kq

2

(4.29)

an expression in the form of Ax = b is obtained, where:

A =

⎡⎢⎢⎢⎣
(a2

2 + a1
2) a2

2 . . . a2
2

a3
2 (a3

2 + a1
2) . . . a3

2

...
...

. . .
...

aq
2 aq

2 . . . (aq
2 + a1

2)

⎤⎥⎥⎥⎦

x =

⎡⎢⎢⎢⎣
k2

2

k3
2

...
kq

2

⎤⎥⎥⎥⎦ b =

⎡⎢⎢⎢⎣
a2

2

a3
2

...
aq

2

⎤⎥⎥⎥⎦ (4.30)

Under the assumption that the constraint of Eq. (4.22) holds, the vector x̃, representing
the squares of the searched Problem 1 solutions, can be expressed as follows:

x̃ =

[
1 −∑q−1

i=1 (A−1 b)i

A−1 b

]
(4.31)

where (A−1 b)i is the i–th element of the vector A−1 b.
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Ω indicates the set of the vectors k, whose elements are the square roots of the elements of
x̃. As every element can be taken both with signs ‘+’ and ‘-’, such vectors are 2q. Therefore,
the solution k̃ of Problem 1 can be reformulated as:

k̃ = arg max
k∈Ω

Φ (4.32)

In the following it is proposed a Matlab r© implementation of an algorithm used for deter-
mining the solution k̃ among the 2q belonging to Ω.

function ktilde = fun(x2,a)

q=length(a)

PHImax=0

for l=0:(2^q-1)

%%% generates x

for h=1:q

if bitget(l,h)==0

x(h)=sqrt(x2(h))

else

x(h)=-sqrt(x2(h))

end

end

%%% maximises PHI

PHI=x*a

if PHI>PHImax

PHImax=PHI

ktilde=x

end

end

It is worth noting that the matrix A can be expressed as A = E + a1
2 Iq−1, where E is a

matrix with equal columns. If a1 �= 0, this assumption guarantees the existence of A−1, and
consequently the existence and the uniqueness of the solution A−1 b. Obviously, if a1 = 0 and
aj �= 0, it is sufficient to express kj as function of the remaining variables and reapply the same
procedure.

The same solution can be found by maximising the function |Φ|. In fact due to the symmetry
properties of the function Φ:

• Φ(k) = Φmax ⇔ Φ(−k) = Φmin

• Φmax = −Φmin

the maximisation of |Φ| admits two solutions corresponding to the maximum and the minimum
of the function Φ.

Finally, Problem 1 could have been solved also in a numerical way, i.e. by searching k that
maximises Φ on the surface of the q–dimensional hypersphere. However, the computational
cost of this numerical solution can be a drawback when q is big.

4.2.2 Residual Function Poles and Zeros Assignment

Section 4.2.1 has shown how to maximise the steady–state gain of the transfer function Gf (s)
via a suitable choice of the real vector k, with k = k̃. The design of the filter of Eq. (4.18)
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has been completed here by introducing a method for assigning both the poles and the zeros
of Gf (s).

As remarked in Section 4.1, R(s) can be arbitrarily selected among the polynomials with
degree greater than or equal to nf (realisability condition), and with all the roots in the left–half
s–plane (stability condition). Moreover, it is conventionally assumed R(0) = 1. Consequently,
if the poles of the reference polynomial U(s) satisfies these conditions, these poles are assigned
by imposing R(s) = U(s).

Under these considerations, the zeros assignment problem is considered in the following.
According to Section 4.2.1, the q–dimensional polynomial vector a(s) = B(s) Qf (s) is defined.
The i–th element of this vector is a known polynomial of a certain degree called nai

.
Note that, if na is defined as follows:

na = max
i=1,...,q

nai
(4.33)

the i–th element of a(s) can be always written as a polynomial of degree na:

ai(s) =
na∑
j=0

aj
i sj (4.34)

by imposing that aj
i = 0 when j > nai

. The q–dimensional polynomial vector k(s), is also
defined, whose i–th element has the form:

ki(s) =

nk∑
j=0

kj
i sj (4.35)

Since L(s) can be expressed as linear combination of the rows of B(s) with polynomial coef-
ficients ki(s), i.e. L(s) = kT(s) B(s), the degree nk and the q × (nk + 1) coefficients kj

i are
degrees of freedom that can be exploited by the designer in order to obtain desired roots for
L(s) Qf (s) = kT(s) a(s). However, in order to maximise the steady–state gain, as shown in
Section 4.2.1, the following constraint have to be satisfied:

k(0) = k̃ =

⎡⎢⎢⎢⎣
k̃1

k̃2
...

k̃q

⎤⎥⎥⎥⎦ ⇐⇒ k0
i = k̃i i = 1, . . . , q (4.36)

It is worth noting that due to the constraint of Eq. (4.36), the roots of the reference polynomial,
defined as follows:

H(s) =

nh∑
j=0

hj sj (4.37)

must satisfy the condition H(0) = k̃T a(0). Obviously, this assumption does not provide any
restriction on the roots assignable.

Under the previous hypotheses, the zeros assignment problem can be formulated in the
following way.

Problem 2. Given a(s) and H(s), find the degree nk and the coefficients kj
i , under the con-

straint of Eq. (4.36), in order to obtain kT(s) a(s) = H(s).
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By multiplying (4.35) and (4.34), it results:

kT(s) a(s) =

q∑
i=1

nk+na∑
j=0

( ∑
α+β=j

kα
i aβ

i

)
sj =

nk+na∑
j=0

ej sj (4.38)

where:

ej =

q∑
i=1

∑
α+β=j

kα
i aβ

i (4.39)

In Eqs. (4.38) and (4.39), it is assumed that kα
i = 0, when α > nk, and aβ

i = 0, when β > na.

Note that the coefficients e1, . . . , enk+na depend on the freedom design k1
i , . . . , k

nk
i . On the

other hand, e0 is fixed as the coefficients k0
i are assigned by the constraint of Eq. (4.36).

In the following it is assumed that nh ≤ nk +na. By imposing kT(s) a(s) = H(s), from Eqs.
(4.39) and (4.37), the expressions of Eq. (4.40) are computed:

q∑
i=1

∑
α+β=j

kα
i aβ

i = hj j = 0, . . . , nk + na (4.40)

where it is supposed hj = 0 when j = nh + 1, . . . , nk + na.

The relations of Eqs. (4.36) and (4.40 represent a linear system, with nk +na equations and
q × nk unknowns, that can be expressed in the classical form Ax = b, where:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a0
1 . . . a0

q 0 . . . 0 0 . . . 0
...

. . .
... a0

1 . . . a0
q

ana
1 . . . ana

q

...
. . .

...

0 . . . 0 ana
1 . . . ana

q

...
. . .

...
0 . . . 0 0 . . . 0

. . .
...

. . .
...

...
. . .

... 0 . . . 0
a0

1 . . . a0
q

...
. . .

...
0 . . . 0 0 . . . 0 ana

1 . . . ana
q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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x =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1
1
...

k1
q

k2
1
...

k2
q

...

...

knk
1
...

knk
q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

b =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h1 −∑q
i=1 k0

i a
1
i

...
hna −∑q

i=1 k0
i a

na
i

hna+1

...
hna+nk

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.41)

The degree nk of the polynomials ki(s) has to be chosen in order to obtain a solvable system
(i.e. rank A = rank [A b]). An automatic procedure to properly choose nk and consequently to
solve Problem 2 is showed in Figure 4.3.

In order to understand the proposed procedure, the following points should be considered:

• The choice of nk must guarantee that the hypotheses nh ≤ nk + na is satisfied.

• When q ≥ 2, the difference between the number of unknown terms and the number of
equations, i.e. (q−1)×nk −na −1, is greater than zero if nk is selected sufficiently large.

• Even if the system admits solutions, the inverse of the matrix A may not exist. In such
case there are infinite solutions and the one associated to the pseudo-inverse of A, i.e.
A+ b can be considered.

It is worth noting that the use of a polynomial vector k(s) instead of a real vector k has
the drawback of increasing the complexity of the residual generator. Many FDI applications
require nh = 0, i.e.:

Gf (s) =
H(0)

U(s)
(4.42)

In such cases it is not needed to find k(s) such that kT(s) a(s) = H(0) but it is easier considering
k = k̃ and imposing:

R(s) =
k̃T a(s) U(s)

H(0)
(4.43)

Obviously, due to the realisability condition, it must be deg{U(s)} ≥ nf −deg{k̃T a(s)}. More-
over the method cannot be applied if k̃T a(s) admits one or more roots in the right–half s–plane,
in fact the residual generator would result unstable. In such cases, an approximate solution
can be developed, as suggested in (Beghelli et al. 2007a).

The problems (and the relative solutions) discussed in this section in the continuos–time
domain, can be easily extended to the discrete–time domain, as shown in (Simani and Benini
2007). The main difference between the two approaches can be identified when the polynomial
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nh − na < 1

nk = 1 nk = nh − na

Compute A and b

rank A = rank [A b]

x = A+ b

nk = nk + 1

True

True

False

False

Figure 4.3: Automatic procedure for solving Problem 2.

k method is needed. In fact, in order to maximise the steady–state gain, in the continuous–time
case it is required k(s) = k̃ when s = 0, whilst in the discrete–time case it is required k(z) = k̃
when z = 1. Obviously this is a consequence of the fact that the final value theorem changes
if the continuous–time domain or the discrete–time domain is considered.

Finally, Section 4.2 is focused on the design of residual generators on the basis of a given
reference function with disturbance de–coupling and fault sensitivity maximisation properties.
The pole location influences the transient dynamics of the designed residual filters, while the
steady–state properties depend on the polynomial residual design, as it maximises the residual
steady–state values with respect to step faults affecting input and output sensors. The poles
of the residual functions could be optimised with respect to both fault and disturbance terms,
as shown e.g. in (Bonfè et al. 2004).

4.3 Input–Output Sensor Fault Isolation

This section addresses the problem of the design of a bank of residual generators for the iso-
lation of faults affecting the input and output sensors. The design is performed by using the
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disturbance de–coupling method suggested in Section 4.1. In the following, it is assumed that
m > �d + 1.

4.3.1 Bank for Input Sensor FDI

In order to univocally isolate a fault concerning one of the input sensors, under the hypothesis
that the remaining input sensors and all output sensors are fault–free, a bank of residual
generator filters is used, according to Figure 4.4. The number of these generators is equal to
the number �c of system control inputs, and the i–th device (i = 1, . . . , �c) is driven by all but
the i–th input and all the outputs of the system. In this case, a fault on the i–th input sensor
affects all but the i–th residual generator.

System

Filter1

Filter2

Filter�c

c(t) y(t)

c∗(t) y(t)

c∗1(t)

c∗2(t)

c∗�c(t)

ro1(t)

ro2(t)

ro�c
(t)

Figure 4.4: Bank of filters for fault isolation on the input sensors.

With reference to Figure 4.4, c∗i(t) represents the (�c − 1)–dimensional vector obtained by
deleting from c∗(t) the i–th component, with:

c∗(t) = c(t) + fci
(t) (4.44)

and:

fci
(t) =

[
0 . . . 0 hci

(t) 0 . . . 0
]T

(4.45)

When the fault on the i–th input sensor hci
(t) is considered, the system of Eq. (4.1) can be

rewritten as follows:

P (s) y(t) = Qc(s) c(t) + Qd(s) d(t) + qci
(s) hci

(t) (4.46)
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where qci
(s) represents the i–th column of the matrix Qc(s).

Hence, by multiplying relation of Eq. (4.46) by the matrix Lci
(s), where Lci

(s) is a row
vector belonging to the basis for the left null space of the matrix

[
Qd(s) | qci

(s)
]
, and Qi

c(s)
is the matrix obtained by deleting from Qc(s) the i–th column, the equation of the i–th filter
becomes:

Rci
(s) rci

(t) = Lci
(s) P (s) y(t) − Lci

(s) Qi
c(s) c∗i(t) = 0 (4.47)

whilst, for the j–th filter, with j �= i, it results:

Rcj
(s) rcj

(t) = Lcj
(s) P (s) y(t) − Lcj

(s) Qj
c(s) c∗j(t)

= Lcj
(s) qci

(s) hci
(t)

(4.48)

Rci
(s) and Rcj

(s) are arbitrary polynomials with all the roots with negative real part.

4.3.2 Bank for Output Sensor FDI

In order to univocally isolate a fault concerning one of the output sensors, under the hypotheses
that all the input sensors and the remaining output sensors are fault–free, a bank of residual
generator filters is used, according to Figure 4.5. The number of these generators is equal to
the number m of system outputs, and the i–th device (i = 1, . . . ,m) is driven by all but the
i–th output and all the inputs of the system. In this case, a fault on the i–th output sensor
affects all but the i–th residual generator.

System

Filter1

Filter2

Filterm

c(t) y(t)

c(t) y∗(t)y∗1(t)

y∗2(t)

y∗m(t)

ro1(t)

ro2(t)

rom(t)

Figure 4.5: Bank of filters for fault isolation on the output sensors.
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With reference to Figure 4.5, y∗i(t) represents the (m − 1)–dimensional vector obtained by
deleting from y∗(t) the i–th component, with:

y∗(t) = y(t) + foi
(t) (4.49)

and:

foi
(t) =

[
0 . . . 0 hoi

(t) 0 . . . 0
]T

(4.50)

When the fault on the i–th output sensor hoi
(t) is considered, the system of Eq. (4.1) can be

rewritten in the following form:

P (s) y(t) = Qc(s) c(t) + Qd(s) d(t) − pi(s) hoi
(t) (4.51)

where pi(s) represents the i–th column of the matrix P (s).
Hence, by multiplying the relation of Eq. (4.51) by the matrix Loi

(s), where Loi
(s) is a row

vector belonging to the basis for the left null space of the matrix
[
Qd(s) | pi(s)

]
, and denoting

P i(s) the matrix obtained by deleting from P (s) the i–th column, the equation of the i–th filter
becomes:

Roi
(s) roi

(t) = Loi
(s) P i(s) y∗i(t) − Loi

(s) Qc(s) c(t) = 0 (4.52)

whilst, for the j–th filter, with j �= i, it results:

Roj
(s) roj

(t) = Loj
(s) P j(s) y∗j(t) − Loj

(s) Qc(s) c(t)

= −Loj
(s) pi(s) hoi

(t)
(4.53)

Roi
(s) and Roj

(s) are arbitrary polynomials whose roots have negative real part.

4.3.3 Fault Signature

In order to summarise the FDI capabilities of the presented schemes, Table 4.1 shows the fault
signatures in case of a single fault in each input and output sensor.

Table 4.1: Fault signatures.
Residual / Fault fc1 fc2 . . . fc�c

fo1 fo2 . . . fom

rc1 0 1 . . . 1 1 1 . . . 1
rc2 1 0 . . . 1 1 1 . . . 1
...

...
...

...
...

...
...

...
...

rc�c
1 1 . . . 0 1 1 . . . 1

ro1 1 1 . . . 1 0 1 . . . 1
ro2 1 1 . . . 1 1 0 . . . 1
...

...
...

...
...

...
...

...
...

rom 1 1 . . . 1 1 1 . . . 0

The residuals which are affected by input and output faults are marked with the presence
of ‘1’ in the correspondent table entry, while an entry ‘0’ means that the input or output fault
does not affect the correspondent residual.
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All the elements out of the main diagonal on Table 4.1 are ‘1’ when both the following
conditions hold:

• For i = 1, . . . , �c, the column vectors of the matrix Qi
c(s) and the column vectors of the

matrix P (s) are not orthogonal with the row vector Lci
(s).

• For j = 1, . . . ,m, the column vectors of the matrix P j(s) and the column vectors of the
matrix Qc(s) are not orthogonal with the row vector Loj

(s).

When not all the elements out of the main diagonal of the Table 4.1 are ‘1’s, the fault isolation
is still feasible if the columns of the fault signature table are all different from each other.

It is worth noting that, from the comparison between the filter of Eq. (4.18), and the generic
filter of the input bank given by Eq. (4.48), the following relations can be determined:

R(s) = Rcj
(s) L(s) = Lcj

(s) Qf (s) = qci
(s) f(t) = hci

(t) (4.54)

whilst, from the comparison with the generic filter of the output bank given by Eq. (4.53), it
results:

R(s) = Roj
(s) L(s) = Loj

(s) Qf (s) = pi(s) f(t) = hoi
(t) (4.55)

Hence if q = m− ld−1 ≥ 2, the optimisation method shown in Section 4.2 and can be exploited
for the design of the j–th filter of the input or output bank. In particular, the parameters of
this filter can be properly chosen in order to optimise its performances when a fault is acting
on the i–th input or output sensor.

Finally, the problem requirements determine the selection of the specific fault with respect
to which the design depends. Most often in practice, it is important to obtain good performance
with respect to all possible faults rather than optimal behaviour with respect to one specific
fault. In this situation, a different design of the filter behaviour for each fault situation is
needed.



Chapter 5

Nonlinear Geometric Approach for FDI

In this chapter the NLGA–based FDI schemes based on the NonLinear Geometric Approach
(NLGA) are described and developed (Bonfè et al. 2006, Simani et al. 2006, Simani et al.
2007a, Castaldi et al. 2007, Benini et al. 2008a, Bonfè et al. 2007a, Simani et al. 2007b, Bonfè
et al. 2007b, Castaldi et al. 2009, Benini et al. 2008b, Bonfè et al. 2008, Benini et al. 2009). The
classical NLGA technique is proposed in Section 5.1. A procedure to improve the robustness of
the NLGA scheme is presented in Section 5.2. Finally, the NLGA Adaptive Filtering (NLGA–
AF) methd and the NLGA Particle Filtering (NLGA–PF) algorithm are developed in Sections
5.3 and 5.4, respectively.

5.1 NLGA FDI Scheme Design

The NLGA approach to the nonlinear FDI problem was originally suggested in (De Persis and
Isidori 2000), and formally developed in (De Persis and Isidori 2001). It consists of finding, by
means of a coordinate change in both the state space and in the output space, an observable
subsystem which, if possible, is affected by the fault and not affected by disturbance. In this
way, necessary and sufficient conditions for the FDI problem to be solvable are given. Finally,
a residual generator can be designed on the basis of the model of the observable subsystem.
This technique was applied for the first time to a Vertical Take–Off and Landing (VTOL)
aircraft with reference to a reduced–order model (De Persis et al. 2001). However, in this work,
the complete NLGA strategy with its further extensions and developments are applied to the
nonlinear model of a general aviation aircraft, whose longitudinal and lateral dynamics are
tightly coupled.

In more detail, the NLGA approach considered here requires a nonlinear system model in
the form:

ẋ = n(x) + g(x) c + �(x) f + p(x) d

y = h(x)
(5.1)

in which x ∈ X (an open subset of �n) is the state vector, c(t) ∈ ��c is the control input vector,
f(t) ∈ � is the fault, d(t) ∈ ��d the disturbance vector (embedding also the faults which have
to be de–coupled) and y ∈ �m the output vector. n(x), �(x), the columns of g(x) and p(x) are
smooth vector fields; and h(x) is a smooth map.

Therefore, if P represents the distribution spanned by the column of p(x), the NLGA method
can be described by means of the following steps (De Persis and Isidori 2001):

87
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1. Determine the minimal conditioned invariant distribution containing P (denoted with
ΣP

∗ ).

2. By using (ΣP
∗ )⊥, i.e. the maximal conditioned invariant codistribution contained in P⊥,

determine the largest observability codistribution contained in P⊥, denoted with Ω∗.

3. If �(x) /∈ Ω∗ continue to the next step, otherwise the fault is not detectable.

4. If the condition of the previous step is satisfied, it can be found a surjection Ψ1 and a func-
tion Φ1 fulfilling Ω∗ ∩ span{dh} = span{d(Ψ1 ◦ h)} and Ω∗ = span{d(Φ1)}, respectively.
The functions Ψ(y) and Φ(x), defined as:

Ψ(y) =

(
ȳ1

ȳ2

)
=

(
Ψ1(y)
H2 y

)
Φ(x) =

⎛⎝ x̄1

x̄2

x̄3

⎞⎠ =

⎛⎝ Φ1(x)
H2 h(x)
Φ3(x)

⎞⎠ (5.2)

are (local) diffeomorphisms, where H2 is a selection matrix (i.e. a matrix in which any
row has all 0 entries but one, which is equal to 1), Φ1(x) represents the measured part
of the state which is affected by f and not affected by d and Φ3(x) represents the not
measured part of the state which is affected by f and by d.

ΣP
∗ can be computed by means of the following recursive algorithm:{

S0 = P̄
Sk+1 = S̄ +

∑m
i=0

[
gi, S̄k ∩ ker {dh}] (5.3)

where m is the number of inputs, S̄ represents the involutive closure of S, [g, ∆] is the distribu-
tion spanned by all vector fields [g, τ ], with τ ∈ ∆, and [g, τ ] the Lie bracket of g, τ . It can be
shown that if there exists a k ≥ 0 such that Sk+1 = Sk, the algorithm (5.3) stops and ΣP

∗ = Sk

(De Persis and Isidori 2001).
Once ΣP

∗ has been determined, Ω∗ can be obtained by exploiting the following algorithm:{
Q0 = (ΣP

∗ )⊥ ∩ span {dh}
Qk+1 = (ΣP

∗ )⊥ ∩∑m
i=0 [Lgi

Qk + span {dh}] (5.4)

where LgΓ denotes the codistribution spanned by all covector fields Lgω, with ω ∈ Γ, and Lgω
the derivative of ω along g.

If there exists an integer k∗ such that Qk∗ = Qk∗+1, Qk∗ is indicated as o.c.a.
(
(ΣP

∗ )⊥
)
,

where o.c.a. stands for observability codistribution algorithm. It can be shown that Qk∗ =
o.c.a.

(
(ΣP

∗ )⊥
)

represents the maximal observability codistribution contained in P⊥, i.e. Ω∗

(De Persis and Isidori 2001). Therefore, with reference to the model (5.1), when �(x) /∈ (Ω∗)⊥,
the disturbance d can be de–coupled and the fault f is detectable.

In the new (local) coordinate defined previously, the system of Eq. (5.1) is described by the
relations in the following form:

˙̄x1 = n1(x̄1, x̄2) + g1(x̄1, x̄2) c + �1(x̄1, x̄2, x̄3) f

˙̄x2 = n2(x̄1, x̄2, x̄3) + g2(x̄1, x̄2, x̄3) c + �2(x̄1, x̄2, x̄3) f + p2(x̄1, x̄2, x̄3) d

˙̄x3 = n3(x̄1, x̄2, x̄3) + g3(x̄1, x̄2, x̄3) c + �3(x̄1, x̄2, x̄3) f + p3(x̄1, x̄2, x̄3) d

ȳ1 = h(x̄1)

ȳ2 = x̄2

(5.5)
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with �1(x̄1, x̄2, x̄3) not identically zero.

Denoting x̄2 with ȳ2 and considering it as an independent input, the so–called x̄1–subsystem
written in the following form:

˙̄x1 = n1(x̄1, ȳ2) + g1(x̄1, ȳ2) c + �1(x̄1, ȳ2, x̄3) f

ȳ1 = h(x̄1)
(5.6)

is affected by the single fault f and de–coupled from the disturbance vector d. This subsystem
has been exploited for the design of the residual generator for the FDI of the fault f , as described
in Section Section 5.1.1.

5.1.1 Residual Generators Design

As already described in Section Section 3.3.2, the proposed NLGA scheme for FDI is designed
for the model structure of the input affine type as expressed by Eq. (5.1). For this reason, the
so–called aircraft simulation model has to be simplified and the nonlinear model of Eq. (3.42)
is considered for the NLGA design, i.e. the aircraft synthesis model.

From the comparison between Eqs. (5.1) and (3.42), the following relations are defined:

x = y =
[

V α β pω qω rω φ θ ψ ne

]T
c =

[
δe δa δr δth

]T (5.7)

hence h(x) = I10. Moreover, the following functions are defined in the form:

n(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−(CD0+CDαα+CDα2
α2)

m
V 2 + g (sin α cos θ cos φ − cos α sin θ)

− (CL0+CLαα)
m

V + g
V

(cos α cos θ cos φ + sin α sin θ) + qω

(CD0+CDαα+CDα2
α2) sin β+CY ββ cos β

m
V + g cos θ sin φ

V
+ pω sin α − rω cos α

(Clββ+Clp pω)
Ix

V 2 + (Iy−Iz)

Ix
qωrω

(Cm0+Cmαα+Cmq qω)

Iy
V 2 + (Iz−Ix)

Iy
pωrω

(Cnββ+Cnr rω)
Iz

V 2 + (Ix−Iy)

Iz
pωqω

pω + (qω sin φ + rω cos φ) tan θ
qω cos φ − rω sin φ
(qω sin φ+rω cos φ)

cos θ

tnn
3
e

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.8)
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and

g(x) =
[

g1(x) g2(x) g3(x) g4(x)
]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 cos α
m

tp
V

(t0 + t1ne)

0 0 0 − sin α
m

tp
V 2 (t0 + t1ne)

0 0 0 − cos α sin β
m

tp
V 2 (t0 + t1ne)

0
Cδa

Ix
V 2 0 0

Cδe

Iy
V 2 0 0 td

Iy

tp
V

(t0 + t1ne)

0 0
Cδr

Iz
V 2 0

0 0 0 0
0 0 0 0
0 0 0 0

0 0 0
tf
ne

(t0 + t1ne)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.9)

The distribution matrix pd(x) related to the vertical and lateral wind disturbance components
wv and wl is also defined in the form:

pd(x) =

[
sin α cos α

V
0 0 0 0 0 0 0 0

0 0 1
V

0 0 0 0 0 0 0

]T

(5.10)

In the following sections, the nonlinear residual generators used for detecting the faults affecting
the aircraft input sensors are computed.

Elevator Residual Generator Design

In order to de–couple the elevator residual generator from the wind and faults on aileron, rudder
and throttle, the distribution P is generated from the vector defined as:

p(x) =
[

pd(x) g2(x) g3(x) g4(x)
]

(5.11)

Hence, the closure of P is given by P̄ = [P I10
10 ].

Now, by recalling that Ker{dh} = ∅, it follows that ΣP
∗ = P̄ . Hence (ΣP

∗ )⊥ = (P̄ )⊥ is given
by:

(P̄ )⊥ =

⎡⎢⎢⎣
cos α −V sin α 0 0 − Iy

mtd
0 0 0 0 0

0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0

⎤⎥⎥⎦ (5.12)

By observing that span{dh} = I10, it follows that Ω∗ = (ΣP
∗ )⊥ = (P̄ )⊥, hence (Ω∗)⊥ = P̄ .

Because �(x) = g1(x) /∈ (Ω∗)⊥, the fault is detectable.
The change of output coordinates is given by the following functions:

Ψ1(x) = x̄1 =

⎡⎢⎢⎣
V cos α − Iy

mtd
qω

φ
θ
ψ

⎤⎥⎥⎦ H2 x = x̄2 =

⎡⎢⎢⎢⎢⎢⎢⎣

V
α
β
pω

rω

ne

⎤⎥⎥⎥⎥⎥⎥⎦ (5.13)
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Note that only the first component of the vector x̄1, i.e. x̄11, is directly affected by the fault.
In fact the other variables are not fed by the inputs.

In order to design the residual generator, it is necessary to compute the relation in the form:

˙̄x11 = V̇ cos α − V α̇ sin α − Iy

mtd
q̇ω

=
V 2

m

[− (
CD0 + CDαα + CDα2α

2
)
cos α

]
+

V 2

m
(CL0 + CLαα) sin α

− g sin θ − V qω sin α − (Cm0 + Cmαα + Cmqqω)

mtd
V 2 − (Iz − Ix)

mtd
pωrω

− Cδe

mtd
V 2δe

(5.14)

Hence, with kδe > 0, the elevator residual generator rδe is given by the function in the form:

ξ̇1 =
V 2

m

[− (
CD0 + CDαα + CDα2α

2
)
cos α

]
+

V 2

m
(CL0 + CLαα) sin α

− g sin θ − V qω sin α − (Cm0 + Cmαα + Cmqqω)

mtd
V 2 − (Iz − Ix)

mtd
pωrω

− Cδe

mtd
V 2δe + kδe

[(
V cos α − Iy

mtd
qω

)
− ξ1

]
rδe =

(
V cos α − Iy

mtd
qω

)
− ξ1

(5.15)

Aileron Residual Generator Design

In order to de–couple the aileron residual generator from the wind and faults on elevator, rudder
and throttle, the distribution P is computed from the vector in the form:

p(x) =
[

pd(x) g1(x) g3(x) g4(x)
]

(5.16)

Hence, the closure of P is given by P̄ = [P I10
10 ]. Now, by recalling that Ker{dh} = ∅, it follows

that ΣP
∗ = P̄ . Thus, (ΣP

∗ )⊥ = (P̄ )⊥ is given by:

(P̄ )⊥ =

⎡⎢⎢⎣
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0

⎤⎥⎥⎦ (5.17)

By observing that span{dh} = I10, it follows that Ω∗ = (ΣP
∗ )⊥ = (P̄ )⊥, hence (Ω∗)⊥ = P̄ .

Because �(x) = g2(x) /∈ (Ω∗)⊥, the fault is detectable.
The change of output coordinates is computed as:

Ψ1(x) = x̄1 =

⎡⎢⎢⎣
pω

φ
θ
ψ

⎤⎥⎥⎦ H2 x = x̄2 =

⎡⎢⎢⎢⎢⎢⎢⎣

V
α
β
qω

rω

ne

⎤⎥⎥⎥⎥⎥⎥⎦ (5.18)

Note that only x̄11 is directly affected by the fault. In fact the other variables are not fed by
the inputs.
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The design of the residual generator requires the computation of:

˙̄x11 = ṗω =
(Clββ + Clp pω)

Ix

V 2 +
(Iy − Iz)

Ix

qωrω +
Cδa

Ix

V 2δa (5.19)

Hence, with kδa > 0, the aileron residual generator rδa is given by the function in the form:

ξ̇2 =
(Clββ + Clppω)

Ix

V 2 +
(Iy − Iz)

Ix

qωrω +
Cδa

Ix

V 2δa + kδa (pω − ξ2)

rδa = pω − ξ2

(5.20)

Rudder Residual Generator Design

In order to de–couple the rudder residual generator from the wind and faults on elevator,
aileron, and throttle, the distribution P is obtained from the vector defined as:

p(x) =
[

pd(x) g1(x) g2(x) g4(x)
]

(5.21)

Hence, the closure of P is given by P̄ = [P I10
10 ]. Now, by recalling that Ker{dh} = ∅, it follows

that ΣP
∗ = P̄ .

Thus, (ΣP
∗ )⊥ = (P̄ )⊥ is given by:

(P̄ )⊥ =

⎡⎢⎢⎣
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0

⎤⎥⎥⎦ (5.22)

By observing that span{dh} = I10, it follows that Ω∗ = (ΣP
∗ )⊥ = (P̄ )⊥, hence (Ω∗)⊥ = P̄ .

Because �(x) = g3(x) /∈ (Ω∗)⊥, the fault is detectable.

The change of output coordinates is given by:

Ψ1(x) = x̄1 =

⎡⎢⎢⎣
rω

φ
θ
ψ

⎤⎥⎥⎦ H2x = x̄2 =

⎡⎢⎢⎢⎢⎢⎢⎣

V
α
β
pω

qω

ne

⎤⎥⎥⎥⎥⎥⎥⎦ (5.23)

Note that only x̄11 is directly affected by the fault. In fact the other variables are not fed by
the inputs.

In order to design the residual generator it is necessary to compute the following function:

˙̄x11 = ṙω =
(Cnββ + Cnr rω)

Iz

V 2 +
(Ix − Iy)

Iz

pωqω +
Cδr

Iz

V 2δr (5.24)

Hence, with kδr > 0, the rudder residual generator rδr is given by:

ξ̇3 =
(Cnββ + Cnrrω)

Iz

V 2 +
(Ix − Iy)

Iz

pωqω +
Cδr

Iz

V 2 δr + kδr (rω − ξ3)

rδr = rω − ξ3

(5.25)
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Throttle Residual Generator Design

In order to de–couple the throttle residual generator from the wind and faults on elevator,
aileron, and rudder, the distribution P is generated by the vector defined as:

p(x) =
[

pd(x) g1(x) g2(x) g3(x)
]

(5.26)

Since P is an involutive distribution, it results P̄ = P . Now, by recalling that Ker{dh} = ∅, it
follows that ΣP

∗ = P̄ . Hence (ΣP
∗ )⊥ = (P̄ )⊥ is given by:

(P̄ )⊥ =

⎡⎢⎢⎢⎢⎣
cos α −V sin α 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎦ (5.27)

By observing that span{dh} = I10, it follows that Ω∗ = (ΣP
∗ )⊥ = (P̄ )⊥, hence (Ω∗)⊥ = P̄ .

Because �(x) = g4(x) /∈ (Ω∗)⊥, the fault is detectable.

The change of output coordinates is computed as:

Ψ1(x) = x̄1 =

⎡⎢⎢⎢⎢⎣
V cos α

φ
θ
ψ
ne

⎤⎥⎥⎥⎥⎦ H2x = x̄2 =

⎡⎢⎢⎢⎢⎣
V sin α

β
pω

qω

rω

⎤⎥⎥⎥⎥⎦ (5.28)

Note that in this case, both x̄15 and x̄11 are affected by the fault, leading to two throttle residual
generators.

Therefore, in order to design the residual generator related to x̄15, the following function is
computed:

˙̄x15 = ṅe = tnn
3
e +

tf
ne

(t0 + t1ne) δth (5.29)

Hence, with kδth
> 0, the rudder residual generator rδth

related to x̄15 is given by:

ξ̇4 = tnn
3
e +

tf
ne

(t0 + t1ne) δth + kδth
(ne − ξ4)

rδth
= ne − ξ4

(5.30)

On the other hand, in order to design the residual generator related to x̄11, it is necessary
to compute:

˙̄x11 = V̇ cos α − V α̇ sin α

= −(Cd0 + Cdαα + Cdα2α
2)

m
V 2 cos α + V 2 sin α

(CL0 + CLαα)

m

− g sin θ − V qω sin α +
tp

mV
(t0 + t1ne) δth

(5.31)
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Hence, with k′
δth

> 0, the rudder residual generator r′δth
related to x̄11 is given by:

ξ̇′4 = −(Cd0 + Cdαα + Cdα2α
2)

m
V 2 cos α + V 2 sin α

(CL0 + CLαα)

m

− g sin θ − V qω sin α +
tp

mV
(t0 + t1ne) δth + k′

δth
(V cos α − ξ′4)

r′δth
= (V cos α − ξ′4)

(5.32)

It is worth observing how the residual generator rδth
is characterised by a fewer number of

parameters with respect to r′δth
. Thus, the choice of rδth

is preferable to cope with robustness
requirements. However it also possible to use jointly the two residual generator.

Note also that each residual generator is affected by a single input sensor fault and is de–
coupled from the wind components and the faults affecting the remaining input sensors. In this
way the tuning of the residual generator gains kδe , kδa , kδr and kδth

can be carried out indepen-
dently. Finally, by a straightforward analysis, the positive sign of each gain is a necessary and
sufficient condition for the asymptotic stability of the designed residual generators.

A procedure optimising the trade–off between the fault sensitivity and the robustness to
the modelling errors and disturbances of the generic residual generator is proposed in Section
Section 5.2.

5.2 NLGA Robustness Improvements

As described in Section Section 5.1, the main point of proposed NLGA scheme for FDI consists
of the achievement of the structural de–coupling of critical disturbances and critical modelling
errors.

However, the nonlinear residual generators robustness can be improved by minimising the
effects of both non critical disturbances and modelling errors, which are not de–coupled, whilst
maximising the fault effects on the residual signals.

In order to apply the robustness improvement procedure presented in this section, the
considered procedure is restricted to suitable scalar components of the x̄1–subsystem of Eq.
(5.6). In particular, the vectors x̄1 and ȳ1 are decomposed as follows:

x̄1 =

[
x̄11

x̄1c

]
ȳ1 =

[
ȳ11

ȳ1c

]
(5.33)

where x̄11 ∈ �, ȳ11 ∈ � and correspondingly it follows that:

n1(·) =

[
n11(·)
n1c(·)

]
g1(·) =

[
g11(·)
g1c(·)

]
�1(·) =

[
�11(·)
�1c(·)

]
(5.34)

The following conditions are considered:

ȳ11 = h11(x̄11) ȳ1c = h1c(x̄1c) �11(·) �= 0 (5.35)

where h11(·) is a smooth map and h1c(·) is an invertible smooth map.
It is important to highlight that if the constraints of Eq. (5.35) are satisfied, the decompo-

sition of Eqs. (5.33)–(5.34) can always be applied to obtain the following x̄11–subsystem in the
form:

˙̄x11 = n11(x̄11, ȳ1c, ȳ2) + g11(x̄11, ȳ1c, ȳ2)c + �11(x̄11, ȳ1c, ȳ2, x̄3)f

ȳ11 = h11(x̄11)
(5.36)
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As showed in Section Section 5.1.1, the conditions of Eq. (5.35) are satisfied for the considered
aircraft application. Therefore, the scalar x̄11–subsystem of Eq. (5.36) is referred to in place of
the x̄1–subsystem of Eq. (5.6).

It can be noted that the tuning of the residual generator gains, in the framework of the
x̄11–subsystem of Eq. (5.36), cannot be properly carried out. In fact the critical disturbances
are structurally de–coupled but the non critical ones are not considered. For this reason, to
achieve robustness of the residual generators, the tuning of the gains is performed by embedding
the description of the non critical disturbances in the x̄11–subsystem as follows:

˙̄x11 = n11(x̄11, ȳ1c, ȳ2) + g11(x̄11, ȳ1c, ȳ2)c + �11(x̄11, ȳ1c, ȳ2, x̄3)f

+ e(x̄11, ȳ1c, ȳ2, x̄3)ζ

ȳ11 = x̄11 + ν

(5.37)

where, accordingly to the considered aircraft application, in order to simplify the treatment
without loss of generality, the state variable x̄11 is supposed to be directly measured. Moreover,
the variable ν ∈ � is the measurement noise on x̄11. Finally, the variable ζ ∈ � and the
related scalar field e(·) represent the non critical effects which have not been considered in the
simplified aircraft model of Eq. (3.42) used for the NLGA scheme.

5.2.1 Filter and Observer Residual Function Forms

The system of Eq. (5.38) is referred to as filter form, and it represents a generic scalar residual
generator based on the subsystem of Eq. (5.37). It is worth noting that the residual generators
designed in Section 5.1.1 belong to this class of systems as a particular case:

ξ̇f = n11(ȳ11, ȳ1c, ȳ2) + g11(ȳ11, ȳ1c, ȳ2)c + kf (ȳ11 − ξf )

rf = ȳ11 − ξf

(5.38)

where the gain kf has to be tuned in order to minimise the effects of the disturbances ζ and ν,
whilst maximise the effects of the fault f on the residual rf .

In order to quantify the effects of both the disturbances and the faults on the residual, the
estimation error can be defined in the form:

x̃f = x̄11 − ξf (5.39)

allowing to write the following equivalent residual model:

˙̃xf = n11(x̄11, ȳ1c, ȳ2) − n11(ȳ11, ȳ1c, ȳ2) + g11(x̄11, ȳ1c, ȳ2)c − g11(ȳ11, ȳ1c, ȳ2)c

+ �11(x̄11, ȳ1c, ȳ2, x̄3)f + e(x̄11, ȳ1c, ȳ2, x̄3)ζ − kf x̃f − kfν

rf = x̃f + ν

(5.40)

This problem formulation allows to apply a mixed H−/H∞ approach (Chen and Patton 1999,
Hou and Patton 1996a) for tuning the gain kf . Therefore, the system of eq. (5.40) has to
be linearised in the neighbourhood of a stationary flight condition, as suggested in (Amato et
al. 2006) with reference to the H∞ optimisation of nonlinear unknown input observers.

It is worth observing that the considered aircraft application is characterised by small ex-
cursions of the state, input and output variables with respect to their trim values x̄10, x̄30, c0,
ȳ10 and ȳ20, hence the robustness of the nonlinear residual generator is achieved.
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General form x̃ ε r a k e11 E2

Filter form x̃f [ζ̆ ν]T rf 0 kf q̆ [0 1]
Observer form x̃o [ζ ν]T ro a′ ko q [0 1]

The linearisation of the model of Eq. (5.40) has the form:

˙̃xf = −kf x̃f − kfν + mf + q̆ζ̆

rf = x̃f + ν
(5.41)

where:

a′ =
∂n11(·)
∂x̄11

∣∣∣∣
(x̄10,ȳ20)

b = g11(·)|(x̄10,ȳ20)

m = �11(·)|(x̄10,ȳ20,x̄30) q = e(·)|(x̄10,ȳ20,x̄30)

(5.42)

and
q̆ζ̆ = qζ − a′ν (5.43)

It is worth noting that in place of the residual generators in the filter form of Eq. (5.38), the
following observer formulation is used in the form:

ξ̇o = n11(ξo, ȳ1c, ȳ2) + g11(ξo, ȳ1c, ȳ2)c + ko (ȳ11 − ξo)

ro = ȳ11 − ξo

(5.44)

As previously remarked, the estimation error x̃o is introduced:

x̃o = x̄11 − ξo (5.45)

hence

˙̃xo = n11(x̄11, ȳ1c, ȳ2) − n11(ξo, ȳ1c, ȳ2) + g11(x̄11, ȳ1c, ȳ2)c − g11(ξo, ȳ1c, ȳ2)c

+ �11(x̄11, ȳ1c, ȳ2, x̄3)f + e(x̄11, ȳ1c, ȳ2, x̄3)ζ − kox̃o − koν

ro = x̃o + ν

(5.46)

Thus, by performing the linearisation of the system of Eq. (5.46):

˙̃xo = (a′ − ko) x̃o − koν + mf + qζ
ro = x̃o + ν

(5.47)

Both the linearised models represented by Eqs. (5.41) and (5.47) of the residual generators in
the filter and observer forms, respectively, can be represented by the following general form:

˙̃x = (a − k) x̃ + (E1 − kE2) ε + mf

r = x̃ + E2ε
(5.48)

where E1 = [e11 0], and by considering the following relations:
On the basis of Eqs. (5.48) and (5.2.1), the mixed H−/H∞ can be considered (Chen and
Patton 1999, Hou and Patton 1996a). Thus, this approach is developed and applied for the
robustness improvement of the residual generators, both in the filter and observer forms.

It is important to note that, since the considered NLGA residual generators are scalar, the
H−/H∞ procedure leads to a simple and straightforward analytical solution, which represents
one of the main contributions of the suggested NLGA scheme for FDI.
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5.2.2 NLGA Residual Optimisation

In the considered H−/H∞ framework, the norms H∞ and H− of a stable transfer function G
are defined as (Zhou et al. 1996b, Zhou and Doyle 1998):

‖G‖∞ = sup
ω≥0

σ̄ [G (j ω)] ‖G‖− = σ [G (j 0)] (5.49)

where σ̄ and σ represents the maximum and the minimum singular value, respectively.
The problem of the trade–off between disturbances robustness and fault sensitivity is stated

as follows.

Problem 3. Given two scalars β > 0 and γ > 0, find the set K defined as:

K =
{
k ∈ � : (a − k) < 0, ‖Grε‖∞ < γ, ‖Grf‖− > β

}
(5.50)

where

Gr ε(s) = (s − a + k)−1 (E1 − k E2) + E2 (5.51)

and

Grf (s) = (s − a + k)−1 m (5.52)

In order to obtain the analytical solution of Problem 3, the following propositions are given.

Proposition 1. ∀k ∈ �, (a − k) < 0, then:

‖Grε‖2
∞ = max

{
1,

(e2
11 + a2)

(k − a)2

}
(5.53)

and

sup
{k∈�: (a−k)<0}

‖Grε‖∞ = +∞ (5.54)

Proof. From Definition (5.51)
Grε (s) =

[
e11

s−a+k
s−a

s−a+k

]
(5.55)

hence it is possible to write:

{σ̄ [Grε (j ω)]}2 =
e2
11

(k − a)2 + ω2
+

a2 + ω2

(k − a)2 + ω2
=

(e2
11 + a2) + ω2

(k − a)2 + ω2
(5.56)

so that it follows:

‖Grε‖2
∞ = sup

ξ≥0

(e2
11 + a2) + ξ

(k − a)2 + ξ
(5.57)

From the last expression, it is straightforward to obtain the expressions given by Eqs. (5.53)
and (5.54).

Proposition 2. The set defined as:

Kγ = {k ∈ � : (a − k) < 0, ‖Grε‖∞ < γ, γ > 1} (5.58)

is given by:

k > k with k = a +

√
e2
11 + a2

γ
(5.59)
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Proof. By means of Proposition 1, it is possible to write:

(e2
11 + a2)

(k − a)2 < γ2 (5.60)

which holds for

k > a +

√
e2
11 + a2

γ
(5.61)

Proposition 3. If γ > 1, then
{‖Grf‖− : ‖Grε‖∞ < γ

}
is given by:

0 < ‖Grf‖− < βmax (γ) with βmax (γ) =
mγ√

e2
11 + a2

(5.62)

Proof. From Definition (5.52), it results that Grf (s) = m/(s − a + k). Moreover, assuming
that, without loss of generality, m > 0, it follows that ‖Grf‖− = m/(k − a). By imposing that
‖Grf‖− > β with β > 0, the constraint k < a + (m/β) holds. Then, by recalling the result of
Proposition 2, the maximum feasible value for β fulfilling the constraint ‖Grε‖∞ < γ is given
by:

k = a +
m

βmax (γ)
(5.63)

hence

βmax (γ) =
m

k − a
=

mγ√
e2
11 + a2

(5.64)

Theorem 1. Given γ > 1 and β ∈ ]0, βmax (γ)[, the set K fulfilling the constraints defined by
Problem 3 is given by:

K =

{
k ∈ R : k ∈ ]

k, k
[
, k = a +

m

βmax (γ)
, k = a +

m

β

}
(5.65)

The proof of the theorem is straightforward from Propositions 1, 2, and 3.
It is worth noting that, if the maximisation of the following performance index is considered:

J =
‖Grf‖−
‖Grε‖∞

(5.66)

from Eq. (5.53) it follows that:

‖Grε‖∞ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 k >

(
a +

√
e2
11 + a2

)
√

e2
11 + a2

k − a
a < k ≤

(
a +

√
e2
11 + a2

) (5.67)

hence

J =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
m

k − a
k >

(
a +

√
e2
11 + a2

)
m√

e2
11 + a2

a < k ≤
(

a +
√

e2
11 + a2

) (5.68)
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Moreover, from Eq. (5.68), it can be observed that:

J =
m

k − a
<

m√
e2
11 + a2

, k >

(
a +

√
e2
11 + a2

)
(5.69)

In this way, the maximum value of the performance index J can be computed as:

Jmax =
m√

e2
11 + a2

∀k ∈ KJ =

{
k ∈ � : a < k ≤

(
a +

√
e2
11 + a2

)}
(5.70)

The method proposed in this section guarantees the maximum value of the performance index
J , as well as the fulfilment of the constraints ‖Grε‖∞ < γ and ‖Grf‖− > β, when β ≥
m/

√
e2
11 + a2. In fact, from β ≥ m/

√
e2
11 + a2 it follows that:

‖Grf‖− =
m

k − a
> β ≥ m√

e2
11 + a2

(5.71)

and k <
(
a +

√
e2
11 + a2

)
.

Finally, from Eq. (5.62), it is always possible to determine a value for β such that:

m√
e2
11 + a2

≤ β ≤ βmax(γ) ∀γ > 1 (5.72)

On the basis of Theorem 1, the residual generator gain k can be designed by means of the
procedure which is summarised in the following.

1. Choose γ > 1 to obtain a desired level of disturbance attenuation.

2. Compute βmax (γ), and choose β ∈ ]0, βmax (γ)[ for obtaining the desired level of fault
sensitivity.

3. Choose k ∈ ]
k, k

[
, with k = a + m/βmax (γ) and k = a + m/β.

4. Apply the fixed gain k value to the kf of Eq. (5.38), or to the ko of Eq. (5.44), if the
NLGA residual generator is in the filter form or in the observer form, respectively.

5.3 NLGA Adaptive Filter Fault Estimation

It is worth observing how the basic NLGA scheme based on residual signals is not able to
provide fault size estimation. In fact, the information brought by the fault size estimation
can be very useful for off–line maintenance purposes, and for on–line reconfiguration of the
automatic flight control system, as sketched in Chapter 7.

Different nonlinear geometric approaches providing the reconstruction of the fault signal
can be found also e.g. in (Kaboré et al. 2000, Kaboré and Wang 2001), in which the fault
estimation method relies on the successive derivatives of the input and output signals. However,
the drawback of this strategy is a high sensitivity to measurement noise.

Therefore, the original NLGA method has been modified in order to obtain an adaptive
filtering algorithm, able to reconstruct the fault signal. Moreover, the following section will show
how the NLGA Adaptive Filter (NLGA–AF) scheme exploits the coordinate transformation
detailed in Section 5.1 as starting point for designing adaptive filtering strategy for the FDI of
input sensor and actuators, as well as to estimate the magnitude of the considered faults.
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5.3.1 Adaptive Filtering Algorithm

In the following, an adaptive nonlinear filter for the x̄1–subsystem, providing fault size estima-
tion, is developed. Moreover, the asymptotic convergence of the estimate to the actual fault
size is formally proven.

It is worth noting that the NLGA–AF FDI scheme can be applied only if the fault detectabil-
ity condition presented in Section 5.1 holds, and the following new constraints are satisfied:

• The x̄1–subsystem is independent from the x̄3 state components.

• The fault is a step function of the time, hence the parameter f is a constant to be
estimated.

• There exists a proper scalar component x̄1s of the state vector x̄1 such that the corre-
sponding scalar component of the output vector is ȳ1s = x̄1s and the following relation
holds (Bonfè et al. 2007b):

˙̄y1s(t) = M1(t) · f + M2(t) (5.73)

where M1(t) �= 0,∀t ≥ 0. Moreover M1(t) and M2(t) can be computed for each time
instant, since they are functions of input and output measurements. The relation of Eq.
(5.73) describes the general form of the system under diagnosis.

Problem 4. With reference to the system model of Eq. (5.73), the design of an adaptive filter
is required for providing an estimation f̂(t), which asymptotically converges to the magnitude
of the actual fault f .

The proposed adaptive filter that solves the FDI Problem 4 is based on the least–squares
algorithm with forgetting factor (Ioannou and Sun 1996) and described by the adaptation law
in the form:

Ṗ = β P − 1

N2
P 2M̆2

1 P (0) = P0 > 0

˙̂
f = P ε M̆1 f̂ (0) = 0

(5.74)

with the following expressions representing the output estimation and the corresponding nor-
malised estimation error:

ˆ̄y1s = M̆1 f̂ + M̆2 + λ ˘̄y1s

ε =
1

N2

(
ȳ1s − ˆ̄y1s

) (5.75)

where all the involved variables of the adaptive filter are scalar. In particular, λ > 0 is a
parameter related to the bandwidth of the filter, β ≥ 0 is the forgetting factor and N2 = 1+M̆2

1

is the normalisation factor of the least–squares algorithm.
Moreover, the proposed adaptive filter adopts the signals M̆1, M̆2, ˘̄y1s, which are obtained

by means of a low–pass filtering of the signals M1, M2, ȳ1s defined as follows:

˙̆
M1 = −λ M̆1 + M1 M̆1(0) = 0

˙̆
M2 = −λ M̆2 + M2 M̆2(0) = 0

˙̄̆y1s = −λ ˘̄y1s + ȳ1s ˘̄y1s(0) = 0

(5.76)
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Proposition 4. The considered adaptive filter is described by Eqs. (5.74)–(5.76). The asymp-
totic relation between the normalised output estimation error ε(t), and the fault estimation error
f − f̂(t) is the following:

lim
t→∞

ε(t) = lim
t→∞

M̆1(t)

N2(t)

(
f − f̂(t)

)
(5.77)

Proof. The following auxiliary system is defined in the form:

ẏ′
1 = −λ y′

1 + ˙̄y1s y′
1(0) = 0

ẏ′
2 = −λ y′

2 + λ ȳ1s y′
2(0) = 0

y′ = y′
1 + y′

2

(5.78)

It is easy to show that:

y′(t) =

∫ t

0

e−λ(t−τ) ˙̄y1s(τ)dτ +

∫ t

0

e−λ(t−τ)λ ȳ1s(τ)dτ

=

∫ t

0

e−λ(t−τ)
(
M1(τ)f + M2(τ)

)
dτ + λ ˘̄y1s

= M̆1(t)f + M̆2(t) + λ ˘̄y1s(t)

(5.79)

The function V is considered in the form:

V =
1

2
(y′ − ȳ1s)

2
(5.80)

which is trivially positive definite and radially unbounded. Moreover, its first time derivative
can be computed as:

V̇ = (y′ − ȳ1s)(ẏ
′
1 + ẏ′

2 − ˙̄y1s)

= (y′ − ȳ1s)(−λ y′
1 − λ y′

2 + λ ȳ1s)

= −λ (y′ − ȳ1s)
2

(5.81)

Since V̇ is trivially negative definite ∀ y′ �= ȳ1s, V is a Lyapunov function, so that y′(t) globally
asymptotically tends to the output function ȳ1s(t).

Moreover, from Eq. (5.79), the following relation holds:

lim
t→∞

ȳ1s(t) = M̆1(t)f + M̆2(t) + λ ˘̄y1s(t) (5.82)

From Eq. (5.75) and from the expression of Eq. (5.82), the asymptotic behaviour of the
normalised output estimation error ε(t) can be straightforwardly obtained in the form:

lim
t→∞

ε(t) = lim
t→∞

1

N2(t)

(
ȳ1s(t) − M̆1(t)f̂(t) − M̆2(t) − λ ˘̄y1s(t)

)
= lim

t→∞
1

N2(t)

(
M̆1(t)f − M̆1(t)f̂(t)

) (5.83)

Therefore, the following theorem can be considered.

Theorem 2. The adaptive filter described by Eqs. (5.74)–(5.76) represents a solution for
Problem 4, so that f̂(t) provides an asymptotically convergent estimation of the magnitude of
the step fault f .
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Proof. The function W is considered in the form:

W =
1

2

(
f̂ − f

)2

(5.84)

which is trivially positive definite and radially unbounded. Moreover, its first time derivative
results:

Ẇ =
(
f̂ − f

)(
P ε M̆1 − 0

)
(5.85)

It is worth noting that the smoothness of the involved functions allows to apply the asymptotic
approximation of Eq. (5.77) to the expression of Eq. (5.85). In fact, ∃ t� > 0 so that the sign
of Ẇ (t), ∀ t ≥ t� is not affected by the asymptotic approximation of Eq. (5.77).

Hence it follows that:

Ẇ (t) = −P (t)
M̆2

1 (t)

N2(t)

(
f̂(t) − f

)2

∀ t ≥ t� (5.86)

which is negative definite ∀ f̂ �= f . In fact, M̆1(t) is a low–pass filtering of the signal M1(t),
which is a smooth function and always not null by hypothesis.

Moreover, N2(t) = 1 + M̆2
1 (t) > 0 and:

P (t) =

(
e−β tP−1

0 +

∫ t

0

e−β (t−τ)M̆
2
1 (τ)

N2(τ)
dτ

)−1

> 0 (5.87)

Therefore, W is a Lyapunov function and f̂(t) globally asymptotically tends to f .

5.3.2 Adaptive Filters Design

Once the aircraft model of Eq. (3.42) includes faults on the input sensors, namely on the
elevator fδe , on the aileron fδa , on the rudder fδr and on the throttle fδth

sensors, it is possible
to split the overall model into 4 separate subsystems, which can be expressed in the form of
Eq. (5.1).

Thus, each of the 4 aircraft submodels leads to the form described by Eq. (5.6) by means
of a suitable coordinate transformation, as presented in Section 5.1.1.

Furthermore, it is straightforward to verify that all the required conditions are satisfied.
Hence, a set of 4 NLGA adaptive filters is designed in the general form of Eq. (5.74)–(5.76).
This scheme allows to estimate the magnitude of a step fault acting on input sensor or actuator
acting on the system under diagnosis.

In more detail, for the diagnosis of a fault affecting the aircraft model elevator, the state
scalar component x̄1s needed to detect fδe is x̄11 expressed by Eq. (5.14). Hence, it is possible
to specify the particular expression of the faulty dynamics of Eq. (5.73).

The design of the NLGA adaptive filter described by Eqs. (5.74)–(5.76) for fδe is based on
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the dynamics:

˙̄y1s,e = M1e · fδe + M2e

M1e = − Cδe

mtd
V 2

M2e =
V 2

m

(
− (

CD0 + CDαα + CDα2α
2
)
cos α

+ (CL0 + CLαα) sin α − (Cm0 + Cmαα + Cmqqω)

td

)
− g sin θ − V sin α qω − (Iz − Ix)

mtd
pωrω − Cδe

mtd
V 2 δe

(5.88)

with M1e(t) �= 0, ∀ t ≥ 0.
On the other hand, for the diagnosis of a fault affecting the aircraft aileron, the state scalar

component x̄1s needed to detect fδa is x̄11 described by Eq. (5.19). Hence, it is possible to
specify the particular expression of the faulty dynamics by Eq. (5.73).

The design of the NLGA adaptive filter represented by Eqs. (5.74)–(5.76) for fδa is based
on the dynamics:

˙̄y1s,a = M1a · fδa + M2a

M1a =
Cδa

Ix

V 2

M2a =
(Clββ + Clppω)

Ix

V 2 +
(Iy − Iz)

Ix

qωrω +
Cδa

Ix

V 2δa

(5.89)

with M1a(t) �= 0, ∀ t ≥ 0.
Concerning the diagnosis of a fault on the aicraft rudder, the state scalar component x̄1s

needed to detect fδr is x̄11 expressed by (5.24). Also in this case, it is possible to specify the
particular expression of the faulty dynamics by Eq. (5.73).

The design of the NLGA adaptive filter described by Eqs. (5.74)–(5.76) for fδr is based on
the following dynamics:

˙̄y1s,r = M1r · fδr + M2r

M1r =
Cδr

Iz

V 2

M2r =
(Cnββ + Cnrrω)

Iz

V 2 +
(Ix − Iy)

Iz

pωqω +
Cδr

Iz

V 2δr

(5.90)

with M1r(t) �= 0, ∀ t ≥ 0.
Finally, regarding the diagnosis of a fault affecting the throttle, the state scalar component

x̄1s used for detecting fδth
is x̄15 is expressed by Eq. (5.29). Hence, it is possible to specify the

particular expression of the faulty dynamics by Eq. (5.73).
Thus, the design of the NLGA adaptive filter modelled by Eqs. (5.74)–(5.76) for fδth

is
based on the dynamics:

˙̄y1s,th = M1th · fδth
+ M2th

M1th =
tf
ne

(t0 + t1 ne)

M2th = tn n3
e +

tf
ne

(t0 + t1 ne) δth

(5.91)
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with M1th(t) �= 0, ∀ t ≥ 0.

It is worth noting that the full structure of the NLGA–AF is obtained by replacing the
specific expressions of M1x, M2x and ȳ1s,x, for each subscript x ∈ {e, a, r, th}, given by Eqs.
(5.88), (5.89), (5.90), and (5.91) into the general form of the adaptive filter described by the
Eqs. (5.74), (5.75), and (5.76).

5.4 NLGA Particle Filtering for FDI

This section addresses the problem of the FDI a nonlinear stochastic dynamic system.

When stochastic systems are considered, most of the existing FDI schemes relied on the
system being linear, and assuming Gaussian noise and disturbances. In these cases, the Kalman
filter is usually employed for state estimation and its innovation is then used as the residual
(Basseville and Nikiforov 1993, Chen and Patton 1999, Simani et al. 2003).

The idea used in the linear case mentioned above has been extended to some nonlinear
stochastic systems with additive Gaussian noise and disturbance by employing the linearisation
techniques. The Kalman filter is usually replaced by the Extended Kalman Filter (EKF)
(Doucet et al. 2001). Although this EKF–based approach appears straightforward, there are
no general results to guarantee that such approximation will work well in most case. The FDI
problems in general nonlinear non–Gaussian stochastic systems are still open.

Recently, the Particle Filter (PF), a Monte Carlo based method for nonlinear non–Gaussian
state estimation, has attracted much attention (Doucet et al. 2001, Zhang et al. 2005).

Polynomial extended Kalman filters and Unscented Kalman Filters (UKF) represent al-
ternative techniques with performance superior to that of the EKF (Germani et al. 2007).
However, the interest for PF–based methods stems from their ability of being able to handle
any functional nonlinearity and system or measurement noise with arbitrary distribution func-
tions. As an example, the work (Zhang et al. 2005) represents an attempt to introduce PF into
the field of FDI. The fault isolation problem is also investigated.

This section presents how, by combining PF with the NLGA design technique, a particle
filtering–based approach for FDI, i.e. the NLGA–PF is presented. In particular, the PF is
employed to develop a method for solving the FDI problem for the nonlinear stochastic model
of the system under diagnosis, which is derived by following a NLGA strategy. The use of
the NLGA allows to easily obtain disturbance de–coupled residual generators in a stochastic
framework. The fault isolation and the disturbance de–coupling suggested in this section is
different from the method presented e.g. in (Zhang et al. 2005), as it is achieved via the NLGA
strategy.

5.4.1 NLGA Particle Filter Design Example

As an example, in the following the NLGA Particle Filter (NLGA–PF) exploited to detect
a fault affecting the throttle sensor is designed (Benini et al. 2009). It is easy to show that
the same design procedure can be applied also to the remaining sensors and actuators of the
considered aricraft model.

As for the NLGA, and the NLGA–AF, the NLGA–PF is designed from the x̄1–subsystem
of Eq. (5.6). However, as the PF algorithm requires a discrete–time description, the following
model in the form of Eq. (2.93), with �n = �c = �m = 1, is derived by using the simple Euler
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forward discretisation method, with a sampling time of 0.01s.:

ξk+1 = ξk + 0.01

(
tnξ

3
k +

tf
ξk

(t0 + t1ξk)δthk

)
+ ζk

yk = ξk + νk

(5.92)

The scalar processes νk and ζk describe the measurement noise, and the effect of the non critical
disturbances, respectively (Bonfè et al. 2007b, Benini et al. 2008a). On the other hand, δthk and
yk are the sampled input–output data sequences. Finally, the FDI residuals of the NLGA–PF
are computed as the difference between the sampled data ne and its prediction provided by the
PF.

Finally, it is worth noting that, as shown in Section Section 5.2, the NLGA filters with
robustness improvement are structurally de–coupled from critical disturbance and optimised
in order to maximise the fault sensitivity with respect to non critical disturbances (Benini et
al. 2008a). Thus, the NLGA filters are suitable to be exploited in a stochastic framework and
can be compared with the NLGA–PF.
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Chapter 6

Simulation Results

This chapter simmarises the simulation results obtained by means of the Matlab/Simulink r©
aircraft simulator.

The residual generation schemes exploited and applied here were explained in Chapters 4
and 5, whilst the residual evaluation methods were recalled in Section 2.5.

Section 6.1 describes the FDI problem for a complete aircraft trajectory, which comprises a
prescribed set of steady–state flight condition.

Sections 6.1 show basic simulation results and performances evaluation. In Section 6.2 the
proposed PM and NLGA techniques are compared with other FDI schemes, recalled in Chapter
2, and the robustness with respect to a complete aircraft trajectory is evaluated.

Finally, in order to evaluate robustness with respect to uncertainty acting on the system, a
Monte–Carlo analysis is performed in Section 6.3.

6.1 Aircraft Simulator Fault Diagnosis

The target of the proposed FDI schemes is to perform the aircraft fault diagnosis in a prescribed
set of steady–state flight conditions, which cover the largest part of the complete trajectory.

Each of these steady–state flight conditions can be described by both its trim point and the
corresponding mathematical model. Hence, it is possible to perform the off–line design of a set
of residual generators for each of these flight conditions.

In the considered framework, a simple FMS (Flight Management System) (Collinson 2002)
is supposed installed on board, and its main tasks consist of:

• scheduling the current reference flight condition, since the whole trajectory, defining the
flight plan, is described by a sequence of steady–state flight conditions;

• computing an accurate navigation solution exploiting the sensor measurements;

• providing to the FDI subsystem the time intervals corresponding to an aircraft state
sufficiently near to the current reference flight condition, so that it is possible to apply
the proper residual generator filters.

It is worth noting that he set of all the allowed steady–state flight conditions can be pa-
rameterised (speed, radius of curvature and flight–path angle) on a manifold, and there exist
bijective functions mapping both to the input trim manifold and to the output trim manifold.
As a consequence the FMS is able to determine when the aircraft motion can be considered

107
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sufficiently near to the steady–state condition either by monitoring the input and the output
data independently, even if a single fault occurs.

On the basis of the previous considerations, a possible implementation of the FDI procedure
for a complete trajectory could comprise the following steps:

1. off–line design and optimisation of the residual generators for each trajectory elementary
path (high computational cost, but performed off–line);

2. on–line steady–state flight condition recognition by the FMS (task requiring a low com-
putational cost);

3. switching to the corresponding stored residual generators on the basis of the current
working condition.

The chosen single steady–state flight condition for the design of both the PM and the
NLGA–based residual generators is represented by a coordinated turn at constant altitude
characterised by the following parameters:

• The true air speed is 50 m/s.

• The curvature radius is 1000 m.

• The flight–path angle is 0o.

• The altitude is 330 m.

• The flap deflection is 0o.

This represents one of most general flight condition due to the coupling of the longitudinal
and lateral dynamics. Moreover, it is used in simulation to highlight the performances of the
proposed methods in the nominal flight condition.

6.1.1 Polynomial Method Results

The PM residual generator filters are fed by the 4 component input vector c(t) and the 9
component output vector y(t) acquired from the nonlinear simulation aircraft model described
in Chapter 3. In particular, as presented in Section 4.3, a bank of 4 residual generator filters has
been used to detect the faults regarding the 4 input variables c(t) =

[
∆δe(t) ∆δa(t) ∆δr(t)

∆δth(t)
]T

.
Moreover, in order to obtain the fault isolation properties, each residual generator function

of the input bank is fed by all but one the 4 input signals and by the 9 output variables

y(t) =
[
∆V (t) ∆pω(t) ∆qω(t) ∆rω(t) ∆φ(t) ∆θ(t) ∆ψ(t) ∆H(t) ∆ne(t)

]T
.

Note that the measurements of α(t) and β(t) were not considered for the fault diagnosis
task, because the structural detectability conditions are fulfilled. Moreover, as described in
Section 3.2.4, the sensor package provides the value of the variables in y(t) by processing
several measurement signals. However, this situation is not critical for the residual generators
described by Eq. (4.2). In fact, due to the assumptions regarding the Inertial Measurement
Unit (IMU) and the Heading Reference System (HRS), a fault regarding a single sensor affects
only one component of the output vector y(t). Moreover, thanks to the different features of the
gyroscope units, system stability and performance are not affected.
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Each filter of the input bank is independent of one of the 4 input signals, and then is also
insensitive to the corresponding fault signals. Obviously, the residual generator banks have

been designed to be decoupled from 3 wind gust signals d(t) =
[
wu(t) wv(t) ww(t)

]T
, which

represent disturbance terms acting on the aircraft system. The final capabilities of the fault
diagnosis system are hence related to the properties of the residual generator functions, in the
presence of measurement errors, modelling approximations, and disturbance signals that cannot
be completely decoupled.

The robustness features of the designed filters in terms of fault sensitivity and disturbance
insensitivity are achieved according to Section 4.2. The synthesis of the dynamic filters for FDI
has been performed by choosing a suitable linear combination of residual generator functions.
This choice has to maximise the steady–state gain of the transfer functions shown by Eq.
(4.48) between the fault signals fci

(t), and residual functions rcj
(t). Moreover, for each residual

generator, the roots of the polynomial matrix Rcj
(s) have been optimised and placed in a range

between −1 and −10−2 for maximising the fault detection promptness, as well as to minimise
the occurrence of false alarms. In the same way, an appropriate filter bank for the output sensor
fault isolation, generating the 9 residual functions roj

(t), has been also designed.

In order to assess the diagnosis technique, different fault sizes have been simulated on each
sensor and actuator. Single faults in the have been generated by producing positive and negative
abrupt (step) variations in the input–output signals c(t) and y(t).

The residual signals indicate fault occurrence according to whether their values are lower or
higher than the thresholds fixed in fault–free conditions. As described by the logic represented
by Eq. (2.81), the threshold values depend on the residual error amount due to measurement
errors, linearised model approximations, and disturbance signals that are not completely de-
coupled. A suitable value of ν = 4 for the computation of the positive and negative threshold
in Eq. (2.81) has been considered, in order to minimise the false alarm occurrence and to
maximise the fault sensitivity.

As an example, the 4 residual functions rcj
(t) generated by the filter bank for control input

fault isolation, under both fault–free and faulty condition are shown in Figure 6.1. Continuous
lines represent the fault–free residual functions, while the dotted lines depict the faulty residual
signals. Moreover horizontal lines represents the thresholds. The fault has been generated on
the 1–st control input of the considered aircraft, starting at time t = 150s.

The 1–st residual function of Figure 6.1 provides also the isolation of a fault regarding the
considered input sensor fc1(t). It does not depend on a fault affecting the input sensor itself,
as the corresponding residual rc1(t) filter has been designed to be sensitive to the input signal
c∗1(t).

In a similar way, Figure 6.2 shows the 9 residual functions roj
(t) generated by the filter bank

for output sensor fault isolation, under both fault–free and faulty conditions.

Figures 6.1 and 6.2 show also the ranges that guarantee the diagnosis of the input and output
sensor faults. The maximal and minimal values assumed by the rcj

(t) and roj
(t) functions in

fault–free conditions are computed in order to achieve acceptable or prescribed false–alarms
rates.

To summarise the performance of the FDI technique, the minimal detectable step fault
amplitudes on the various input and output sensors with the related detection delay times are
collected in Tables 6.1 and 6.2, respectively.

The minimal detectable fault values reported in Tables 6.1 and 6.2 are expressed in the unit
of measure of the sensor signals. The fault sizes are relative to the case in which the occurrence
of a fault is detected and isolated as soon as possible.

The detection delay times, reported in Tables 6.1 and 6.2 represent the worst case results.
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Figure 6.1: Bank residuals for the 1–st control input fault isolation.

They are evaluated on the basis of the time taken by the slowest residual function, or by the
estimation of a fault, to cross the settled threshold.

Table 6.1: PM minimal detectable step faults.
Sensor ci(t) Var. Fault Size Delay

Elevator deflection angle δe 2o 18 s
Aileron deflection angle δa 3o 6 s
Rudder deflection angle δr 4o 8 s

Throttle aperture % δth 2% 15 s

It is worth noting that with reference to the application domain of general aviation aircrafts,
the “severity” of each fault condition can be classified. The considered fault conditions can be
ordered as follows, from the most to the least critical variable:

• δe, δr, δa, and δth;

• V , φ, θ, and ne;

• ψ, and H;

• pω, qω and rω.
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Figure 6.2: Bank residuals for the 9–th output sensor fault isolation.

The main criterion used to state the severity list is based on the dynamics of the monitored
variables. In particular, the faster the time scale of a variable, the greater the severity of the
associated fault. However, faults on the variables pω, qω, and rω are the less critical, even if their
time scales are not the slowest ones. In fact, classical autopilots for general aviation aircrafts
usually do not exploit these measurements. Moreover, feedback control schemes adopting high–
gain with respect to the angular rate components are typically used only if the modes of the
aircraft dynamics need to be drastically changed in order to fulfil the required flying qualities.

Finally, on the basis of the severity list, the FDI filter optimisation described here has
been performed in order to enhance the FDI of the most critical measurement sensors, i.e. for
optimising the related fault sensitivity and detection delay time.
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Table 6.2: PM minimal detectable step output sensor faults.
Sensor yi(t) Var. Fault Size Delay

True Air Speed V 8 m/s 9 s
Pitch Rate qω 3o/s 22 s

Elevation Angle θ 5o 10 s
Altitude H 8 m 12 s
Roll Rate pω 2o/s 24 s
Yaw Rate rω 3o/s 29 s

Bank Angle φ 5o 5 s
Heading Angle ψ 6o 20 s
Engine Speed ne 20 rpm 25 s

6.1.2 Nonlinear Geometric Approach Results

The different NLGA–based fault diagnosis schemes presented in Chapter 5 have been designed
as follows:

• Regarding the basic Nonlinear Geomertic Approach (NLGA) procedure, a bank of 4 filters
has been used in order to perform the fault diagnosis and isolation on the control inputs.
The filters are designed as described in Section 5.1. The synthesis of the filters has been
performed by using filter gains that optimise the fault sensitivity, and reduce as much as
possible the occurrence of false alarms due to model uncertainties and to disturbances
not completely decoupled. This robustness requirement has been fulfilled by designing
the residual gains according to the procedure described in Section 5.2.

For example, with reference to the fourth residual generator, this procedure has led to
kδth

= 1, which satisfies the norm bounds γ = 1.2 and β = 400. This guarantees a good
separation on the residual signals, with ‖f‖L2

≥ 0.05 and ‖d‖L2
≤ 10, where the L2-norm

is considered.

• Concerning the NLGA Adaptive Filter (NLGA–AF) design, a bank of 4 adaptive filters
has been used in order to perform the the detection, the isolation, and the estimation of
the fault signal fδe , fδa , fδr and fδth

size. The adaptive filter designs have been carried
out according to the method described in Section 5.3.

• Regardind the NLGA Particle Filter (NLGA–PF) design, the filter for the FDI of throt-
tle signal is implemented via the algorithm summarised in Section 5.4, with a number
M = 200 particles. The simulations are obtained for a number of 20000 sampled data δthk

and nek, acquired from the continuous–time aircraft model (3.42). Moreover, the Prob-
ability Distribution Functions (PDF) for the stochastic processes affecting the system of
Eq. (2.93) were easily estimated from the mathematical knowledge of the aircraft flight
simulator, and its measurements, as recalled in Section 3.2.4.

It is worth noting that in this case the isolation of the throttle actuator fault is enhanced,
since the scalar x̄1–subsystem of Eq. (5.6) is affected by a single sensor fault, and it is
decoupled from the faults affecting the remaining sensors (elevator, aileron, and rudder).

The scalar structure of the x̄1–subsystem of Eq. (5.6) enhances also the optimal choice
of the parameters for the design of the PF (Zhang et al. 2005), while improving the
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Sampling Importance Resampling (SIR) strategy selected for posterior PDF estimation,
and the importance weights defined in Section 5.4 (Doucet et al. 2001).

Each filter obtained by the described design procedures is structurally decoupled from the
vertical and lateral wind disturbance components and is sensitive to a single control input
fault.

Note that for the proposed application, the NLGA–based FDI schemes consider only the
faults on the inputs signals. In fact, the output sensor faults cannot be directly modelled as
shown by Eq. (5.1). On the other hand, a fault described by means of an augmented state, as
reported in (Massoumnia 1986, Zad and Massoumnia 1999), leads to a nonlinear system, which
does not fulfil the structural fault detectability condition �(x) /∈ Ω∗.

In order to assess the capabilities of the NLGA diagnosis techniques, in similar way to
the PM evaluation, single step faults have been considered. Moreover, also in this case, the
threshold values have been experimentally chosen according to the logic of Eq. (2.81). A
suitable value of ν = 8 for the computation of the positive and negative thresholds reported in
Eq. (2.81) has been considered.

As an example, Figures 6.3 and 6.4 describe the simulation results regarding the diagnosis
of the aircraft model elevator surface, when an additive fault fδe with size of 2o commences at
time t = 150s.

In particular, Figures 6.3 and 6.4 depict the residual signals enerated by the NLGA and
NLGA–AF schemes, respectively. The behaviour of rδe and f̂δe highlights a better detection
time than the corresponding one achieved via the linear Polynomial Method (PM).

Moreover, as the remaining residual signals rδa , rδr , rδth
, and the related estimates f̂δa , f̂δr ,

f̂δth
never cross the corresponding thresholds, the fault isolation is achieved. Note that the

estimate f̂δe is accurate, even for the case of small fault size.
On the other hand, the residual functions generated via the NLGA and the NLGA–PF for

the diagnosis of the throttle control signal δth, under both fault–free and faulty conditions,
are shown in Figure 6.5. Continuous line represent the fault free residual functions, while the
dotted lines depicts the faulty residual signals. The fault has been generated on the throttle
signal of the considered aircraft, starting at time t = 100 s.

In order to summarise the performance of the proposed NLGA, NLGA–AF and NLGA–PF
FDI schemes, the minimal detectable step fault amplitudes on the various control input signals
with the related detection delay time are collected in Tables 6.3, 6.4, and 6.5, respectively.

Table 6.3: NLGA minimal detectable step faults.
Sensor ci(t) Var. Fault Size Delay

Elevator deflection angle δe 2o 5 s
Aileron deflection angle δa 2o 3 s
Rudder deflection angle δr 2o 6 s

Throttle aperture % δth 6% 3 s

Note that with reference to the considered aircraft application, as the computational burden
of the NLGA and NLGA–AF algorithms is lower than the one of the NLGA–PF method, they
are suitable for low–cost implementations. However, the NLGA–PF provides the minimal
detectable fault size.

The main point of the NLGA–AF scheme consists of achieving not only FDI task, but also
the fault estimate. For this reason, it is useful to evaluate it in comparison also with the fault
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Figure 6.3: NLGA elevator signal FDI.

Table 6.4: NLGA-AF minimal detectable step faults.
Sensor ci(t) Var. Fault Size Delay

Elevator deflection angle δe 2o 6 s
Aileron deflection angle δa 2.5o 4 s
Rudder deflection angle δr 4o 6 s

Throttle aperture % δth 5% 5 s

Table 6.5: NLGA-PF minimal detectable step fault.
Sensor ci(t) Var. Fault Size Delay

Elevator deflection angle δe 1o 4 s
Aileron deflection angle δa 1.5o 3 s
Rudder deflection angle δr 2.5o 4 s

Throttle aperture % δth 3% 3 s

identification scheme proposed in (Kaboré and Wang 2001, Kaboré et al. 2000). In particular,
in the considered aircraft application, a fault estimator for the aileron control signal can be
easily derived according to the procedure described in (Kaboré and Wang 2001), and exploiting
the expression of the roll rate pω dynamic equation.
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Figure 6.4: NLGA–AF elevator FDI with fault size estimation.
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Figure 6.5: NLGA and NLGA–PF residuals for throttle signal FDI.

Thus, Figure 6.6 shows the simulation results with a fault of 2.5o that affects the aileron
signal. As it can be seen, the proposed NLGA–AF strategy is less sensitive to measurement
noise, allowing to obtain also smaller detectable fault amplitudes. On the other hand, the fault
estimation technique suggested in (Kaboré and Wang 2001) provides a faster response, and a
slower detection time.

Finally, advantages and drawbacks of the PM and the NLGA–based FDI methods developed
in this work can be summarised as follows.
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Figure 6.6: Comparison between NLGA–AF and fault estimator of Kaboré and Wang.

• Both PM filters and NLGA perform low-pass filtering of input/output measurements.
The PM by means of the poles of R(s), designed according to an off–line optimisation
procedure. The NLGA by means of first–order low pass filters. However, the degree of
R(s) is generally greater than 1, so the filtering action of the PM can be more efficient.

• For the considered aircraft application, the computational burden of the PM filters is lower
than that of NLGA filters, which renders them suitable for low–cost implementations.

• The NLGA scheme can provide smaller detection time, compared with PM filters, as they
are able to take into account nonlinear terms.

6.2 Comparisons and Robustness Evaluation

In this section, the robustness characteristics of the proposed PM and NLGA FDI schemes
have been evaluated and compared also with respect to the UIKF (Unknown Input Kalman
Filter) method (Chen and Patton 1999) and the NN (Neural Networks) technique (Korbicz et
al. 2004), recalled in Chapter 2.

The robustness is achieved by using the same residual generators for a large set of flight
condition. In the following, a very brief description of the adopted design procedure for both
the UIKF and NN FDI schemes is also provided.

• Regarding the UIKF design, a bank of UIKF has been exploited for diagnosing faults of
the monitored process. This technique seems to be robust with respect to the modelling
uncertainties, the system parameter variations and the measurement noise, which can
obscure the performance of a FDI system by acting as a source of false faults.

The procedure recalled here requires the design of an UIKF bank and the basic scheme
is the standard one: a set of measured variables of the system is compared with the
corresponding signals estimated by filters to generate residual functions. The diagnosis
has been performed by detecting the changes of UIKF residuals caused by a fault.

The input signal FDI scheme exploits a number of KF equal to the number of input
variables. Each filter is designed to be insensitive to a different control input of the
process and its disturbances (the so–called unknown inputs). Moreover, the considered
UIKF bank was obtained by following the design technique described e.g. in (Chen
and Patton 1999) (Section 3.5, pp. 99–105), whilst the noise covariance matrices were
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estimated as described e.g. in (Simani et al. 2003) (Section 3.3, pp. 70–74 and Section
4.6, pp. 130–131).

Each of the 4 UIKF of the bank was de–coupled from both one input fault and the wind
gust disturbance component, thus providing the optimal filtering of the input–output
measurement noise sequences.

• Concerning the NN design, a bank of dynamic NN has been exploited in order to find the
dynamic connection from a particular fault regarding the control input to a particular
residual. In this case, the learning capability of NN is used for identifying the nonlinear
dynamics of the monitored plant. The dynamic NN provides the prediction of the process
output with an arbitrary degree of accuracy, depending on the NN structure, its param-
eters and a sufficient number of neurons. Once the NN has been properly trained, the
residuals have been computed as the difference between predicted and measured process
outputs. The FDI is therefore achieved by monitoring residual changes. The NN learning
is typically an off–line procedure. Normal operation data are acquired from the moni-
tored plant and are exploited for the NN training. Regarding the NN FDI method, and
according to a Generalised Observer Scheme (GOS) (Chen and Patton 1999), a bank of
4 time–delayed three–layers Multi–Layer Perceptron (MLP) NN with 15 neurons in the
input layer, 25 neurons in the hidden layer and 1 neuron in the output layer is imple-
mented. Each NN was designed to be insensitive to each control input fault, and the NN
were trained in order to provide the optimal output prediction on the basis of the training
pattern and target sequences (Korbicz et al. 2004).

In the case considered in this section, the performances of the different FDI schemes have been
evaluated by considering a more complex aircraft trajectory. This feature has been obtained
by means of the guidance and control functions of a standard autopilot, which stabilises the
aircraft motion towards the reference trajectory, as depicted in Figure 6.7.
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Figure 6.7: Aircraft complete trajectory example.

The reference trajectory comprises 4 branches (2 straight and 2 coordinated turn flights),
so that a closed path is finally obtained.

It is worth noting that only 2 steady–state flight conditions are used to follow alternatively
the 4 branches of the reference trajectory, described by the following paths:

• Straight flight condition (1–st and 3–rd path):

– true air speed = 50 m/s;
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– radius of curvature = ∞;

– flight–path angle = 0o;

– altitude = 330 m;

– flap deflection = 0o.

• Turn flight condition (2–nd and 4–th path):

– true air speed = 50 m/s;

– radius of curvature = 1000m.;

– flight–path angle = 0o;

– altitude = 330m.;

– flap deflection = 0o.

Note that the reference turn flight condition is used to design both the PM and the NLGA
filters described in Section 6.1. The achieved results are reported in Tables 6.1 and 6.3, respec-
tively. The performed tests represent also a possible reliability evaluation of the considered FDI
techniques. In fact, in this case the diagnosis requires that the residual generators are robust
also with respect to the flight conditions that do not match the nominal trajectory used for the
design.

Table 6.6 summarises the results obtained by considering the observers and filters (corre-
sponding to the PM, NLGA, UIKF and NN) for the control input FDI, whose parameters have
been designed and optimised for the steady–state coordinated turn represented by the 2–nd
reference flight condition of the complete trajectory.

In more detail, Table 6.6 reports the performances of the considered FDI techniques in terms
of the minimal detectable step faults on the various control inputs, as well as the corresponding
parameters ν for the residual evaluation of Eq. (2.81). The mean detection delay time is also
reported in Table 6.6, in order to compare the effectiveness of the different FDI schemes.

Table 6.6: Performances for the complete aircraft trajectory.
Variable PM NLGA UIKF NN

ν 4 12 9 5
δe 4o 3o 4o 3o

δa 5o 3o 5o 4o

δr 5o 3o 4o 4o

δth 7 % 10 % 11 % 12 %
Mean Detection Delay 26 s 25 s 31 s 27 s

The choice of ν has been performed with reference to the particular flight conditions involved
in the complete trajectory following. In particular, the selected value of ν for each diagnosis
observer or filter represents a trade–off between two objectives, i.e. increasing the residual
fault sensitivity and promptness, as well as minimising the occurrence of false alarms due to
the switching among the reference flight conditions needed to stabilise the aircraft motion
towards the reference trajectory.

Therefore, Table 6.6 shows how the proper design of the parameter ν allows to obtain good
performances with all the considered FDI schemes. In these cases, the robustness with respect
to the proposed complete trajectory is always achieved.
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It is worth noting that the NLGA scheme has a theoretical advantage of taking into account
the nonlinear dynamics of the aircraft. However the behaviour of the related nonlinear residual
generators is quite sensitive to the model uncertainties, due to variation of the flight conditions.
In fact, the NLGA method requires high values of ν, which need to be increased (from 8 to 12
in this work) when the aircraft motion regarding the complete trajectory is considered in place
of the nominal flight condition. In particular, even though the analysis was restricted just to
the aircraft turn phase of the complete trajectory, performance may worsen, since the steady–
state condition (nominal flight condition) is quite far to be reached. However, in terms of fault
detection promptness, the filters based on the NLGA scheme lead to satisfactory performance.
On the other hand, the Polynomial Method is rather simple, and it allows to achieve good FDI
capabilities, even if optimisation stages can be required.

The ν values selected for the PM are lower, but the related residual fault sensitivities are
even smaller. Similar comments can be drawn for the UIKF and NN techniques.

Finally, the simulation tool applied to the complete trajectory is an effective way to test the
performances of the proposed FDI methods with respect to modelling mismatch and measure-
ment errors. The obtained results demonstrate the reliability of the PM, NLGA, UIKF, and
NN based FDI schemes, as long as proper design procedures are adopted.

6.3 Monte–Carlo Analysis

In this section, further experiment results have been reported. They regard the performance
evaluation of the developed FDI schemes with respect to the uncertainty acting on the system.
Hence, the simulation of different fault–free and faulty data sequences was performed by ex-
ploiting the aircraft Matlab/Simulink r© simulator and a Monte–Carlo analysis implemented in
the Matlab r© environment.

The Monte–Carlo tool is useful at this stage as the FDI performances depend on the residual
error magnitude due to the system uncertainty, as well as the signal c(t) and y(t) measurement
errors.

It is worth noting how the Monte–Carlo simulations have been achieved by perturbing
the parameters of the PM filter residuals by additive white Gaussian noises with standard
deviation values equal to a fixed percentage p of the element values. The same experiments
have been performed by statistically varying the main parameters of the NLGA filters. In these
conditions, the Monte Carlo analysis represents a further method for estimating the reliability
and the robustness of the developed FDI schemes, when applied to the considered aircraft
(Patton et al. 2008, Patton et al. 2009b, Simani and Patton 2009).

For robustness and reliability experimental analysis of the FDI schemes, some performance
indices have been used (Bartys et al. 2006, Patton et al. 2008, Patton et al. 2009b). The
performances of the FDI method are then evaluated on a number of Monte–Carlo runs equal
to 1000. This number of simulations is carried out to determine the indices listed below with
a given degree of accuracy:

False Alarm Probability (rfa): the number of wrongly detected faults divided by total fault
cases.

Missed Fault Probability (rmf ): for each fault, the total number of undetected faults, di-
vided by the total number of times that the fault case occurs.

True Detection/Isolation Probability (rtd, rti): for a particular fault case, the number of
times it is correctly detected/isolated, divided by total number of times that the fault
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case occurs.

Mean Detection/Isolation Delay (τmd, τmi): for a particular fault case, the average detec-
tion/isolation delay time.

These indices are hence computed for the number of Monte–Carlo simulations and for each fault
case. Tables 6.7 and 6.8 summarises the results obtained by considering the PM and NLGA
dynamic filters for the control input FDI for a complete aircraft trajectory, with p = 10%.

The same analysis, applied again to the residual generated by means of the NN and UIKF
FDI schemes, provides the results that are summarised in Tables 6.9 and 6.10.

Table 6.7: PM Monte–Carlo analysis with ν = 4 and p = 10%.
Input rfa rmf rtd, rti τmd, τmi

δe 0.002 0.003 0.997 27 s
δa 0.001 0.001 0.999 18 s
δr 0.002 0.003 0.997 25 s
δth 0.003 0.002 0.998 35 s

Table 6.8: NLGA Monte–Carlo analysis with ν = 12 and p = 10%.
Input rfa rmf rtd, rti τmd, τmi

δe 0.003 0.004 0.996 30 s
δa 0.002 0.002 0.998 15 s
δr 0.001 0.001 0.999 23 s
δth 0.004 0.003 0.997 32 s

Table 6.9: NN Monte–Carlo analysis with ν = 5.
Input rfa rmf rtd, rti τmd, τmi

δe 0.004 0.005 0.995 33 s
δa 0.003 0.003 0.997 23 s
δr 0.004 0.004 0.996 29 s
δth 0.005 0.003 0.997 38 s

Table 6.10: UIKF Monte–Carlo analysis with ν = 9.
Input rfa rmf rtd, rti τmd, τmi

δe 0.003 0.004 0.996 26 s
δa 0.002 0.002 0.998 17 s
δr 0.001 0.002 0.998 26 s
δth 0.004 0.003 0.997 37 s

Finally, Tables 6.7–6.10 show how the proper design of the dynamic filters with a proper
choice of the FDI thresholds allow to achieve false alarm and missed fault probabilities less
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than 0.6%, detection and isolation probabilities bigger than 99.4%, with minimal detection and
isolation delay times.

The results demonstrate also that Monte–Carlo simulation is an effective tool for testing
and comparing the design robustness of the proposed FDI methods with respect to modelling
uncertainty (p = 10%) and fixed measurement errors. This last simulation technique example
hence facilitates an assessment of the reliability of the developed, analysed and applied FDI
methods.
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Chapter 7

From Fault Diagnosis to Fault Tolerant
Control

This work provided some theoretical and mainly application study results for the detection,
and diagnosis of faults in the actuators and sensors of an aircraft system, through the use of
different FDD schemes.

Residual generators can be designed from the linear and nonlinear input–output descriptions
of the system under diagnosis, and the disturbance de–coupling has been obtained.

The fault diagnosis techniques outlined and developed here were tested by considering a
high fidelity simulator, which is able to take into account disturbances and measurement errors
acting on the system under investigation.

The effectiveness and the robustness of the proposed diagnosis schemes were shown by
simulations, and comparisons with widely used data–driven and model–based FDI scheme with
disturbance decoupling.

Section 7.1 and 7.2 summarise the contributions and achievements of the monograph, pro-
viding some suggestions for possible further research topics, as an extension of this work.

In particular, the need to bridge the design gap between fault diagnosis and recovery mech-
anisms, i.e. the well–known Fault Tolerant Control schemes is obvious. Fault diagnosis and
fault tolerant control strategies can be combined as suggested in Section 7.2.3.

7.1 Concluding Remarks

One of the main points of this work has been placed on the determination of a reliable non-
linear model of the system under investigation, as it has been recognised that model–based
fault detection performance, which also include false alarm rejection, is strictly related to the
“quality” of the model and measurements exploited for fault diagnosis.

Moreover, this book provided a deep view of linear and nonlinear system modelling problem
for fault detection and diagnosis, with special regard to aircraft applications. Suitable methods
were developed for designing efficient algorithms for model–based fault detection, isolation and
estimation.

This achievement have been pursued by means of a number of intermediate stages discussed
in the book, namely:

1. Analysis of existing strategies for model–based residual generation, such as linear and
nonlinear dynamic filters.

123
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2. Development of the nonlinear mathematical model of the monitored system, taking into
account also measurement noise and disturbance.

3. Introduction of new methods for generating robust residuals using de–coupling techniques.

4. Application of the methods and techniques to simulated aircraft systems.

It is important to note that, the results discussed are of a general nature and are applicable,
not only to particular systems treated specifically in this book, but to a wide class of linear
and non–linear dynamic systems.

In more detail, this monograph presented theoretical and application results in the detec-
tion and isolation of faults for a nonlinear aircraft system by using mainly two FDI schemes:
the first one belonging to the polynomial methods (PM), and the second one relying on the
nonlinear geometric approach (NLGA). Moreover, two further FDI techniques related to the
NLGA framework have been developed, namely the nonlinear geometric approach adaptive
filters (NLGA–AF) and the particle filters (NLGA–PF).

In the following, the main topics and contributions presented in the monograph are sum-
marised chapter by chapter.

Chapter 1 presented an introduction to the fault diagnosis problem for aircraft systems and
outlined the structure of the book. Briefly, the international nomenclature concerning
the FDI theory was recalled. Moreover, the chapter briefly outlines developments in the
field of fault detection and diagnosis during 1991–2009. Therefore, by going through the
relevant literature, the chapter recalled main FDI applications in order to understand the
goals of the contributions and to compare the different approaches.

Chapter 2 shortly recalled the basic principles and general framework for model–based FDI.
The residual generation was identified as the essence of this framework and some basic
definition concerning residual properties were given. This chapter provided comments
upon some commonly used residual generation approaches.

Chapter 3 presented the aircraft simulation model. The equations of motion of the 6 DoF
rigid body aircraft were obtained. The subsystems completing the overall simulation
model were described, in particular wind gust disturbances and input–output measure-
ment errors were taken into account. Finally, the simplified aircraft models exploited to
design the residual generators, the so–called FDI models, were introduced.

Chapter 4 presented the PM FDI scheme. The residual generators were designed from the
input–output description of the linearised aircraft model and the disturbance decoupling
was obtained by computing a basis for the left null space of the disturbance distribution
matrix. The residual generators design was performed in order to achieve both maximi-
sation of a suitable fault sensitivity function and desired transient properties in terms
of a fault to residual reference transfer function. Finally, the residual generators were
organised into a bank structure in order to achieve fault isolation properties.

Chapter 5 presented the NLGA FDI scheme. The residual generators design scheme, based
on the structural decoupling of the disturbance obtained by means of a coordinate trans-
formation in the state space and in the output space, was proposed. The developed theory
was applied to a simplified input affine model of the aircraft and the residual generators
for the input sensors FDI were obtained.The NLGA robustness was improved by means of
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a procedure based on the mixed H−/H∞ optimisation of the tradeoff between fault sen-
sitivity, disturbances and modelling. The NLGA scheme was modified in order to obtain
an adaptive filters scheme, i.e. the NLGA–AF. In particular, the least–quares algorithm
with forgetting factor was used to develop the adaptive nonlinear filters providing both
the input sensors FDI and the estimation of the fault size. By combining the particle
filtering algorithm with the NLGA coordinate transformation, the NLGA–PF was pro-
posed. In particular, the basic particle filter theory was applied to obtain a particle filter
for throttle sensor FDI.

Chapter 6 presented the simulation results. The threshold evaluation logic and the FDI pro-
cedure for a complete aircraft trajectory were described. The suggested design strategies
were tested by considering a flight condition characterised by tight–coupled longitudinal
and lateral dynamics. A typical aircraft reference trajectory embedding several steady–
state flight conditions, such as straight phases and coordinated turns, was exploited in
order to evaluate the robustness properties of the proposed PM and NLGA. A comparison
with widely used data–driven and model–based FDI scheme with disturbance decoupling,
such as NN and UIKF diagnosis methods, was also provided. Finally, the reliability and
the robustness properties of the designed residual generators to model uncertainty, dis-
turbances and measurements noise for the aircraft nonlinear model were investigated via
Monte–Carlo simulations.

It is believed that the problems addressed in this monograph which have not been fully studied
before are important in process diagnosis, and we hope readers find the methods of approach-
ing the problems both interesting and practical. The authors did their best to present both
methodologies and simulation results in a homogeneous manner. In particular, aircraft case
studies have been proposed to illustrate how these methods can be successfully applied.

Some noticeable characteristics of FDI techniques developed in this work are recalled in the
following:

• Concerning the polynomial method (PM), an important aspect is the simplicity of the
technique used to generate the residuals when compared with different schemes. The
algorithmic simplicity is a very important aspect when considering the need for verifica-
tion and validation of a demonstrable scheme for air–worthiness certification. The more
complex the computations required to implement the scheme, the higher the cost and
complexity in terms of certification.

• Regarding the nonlinear geometric approach (NLGA), the main advantage is represented
by the fact that the model nonlinearities are directly taken into account. As it was shown,
this fact leads to better performances in terms of fault detection promptness, with respect
to other schemes.

• With reference to the nonlinear geometric approach adaptive filters (NLGA–AF), in addi-
tion to a proper detection and isolation, fault size estimation is also provided. This feature
is not usual for a FDI method and can be very useful during an on–line automatic flight
control system reconfiguration, in order to recover a faulty operating condition. Com-
pared with similar methods proposed in the literature, the NLGA–AF described here has
the advantage of being applicable to more general classes of nonlinear systems and less
sensitive to measurement noise, since it does not use input/output signal derivatives.
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• Concerning the nonlinear geometric approach particle filters (NLGA–PF), the knowledge
regarding the noise process acting on the system under diagnosis is exploited. Hence the
proposed scheme provides a possible solution to nonlinear system FDI with non–Gaussian
noise and disturbance.

As final remark it is worth noting that, the FDI schemes proposed in this work are of a general
nature and are applicable, not only to the particular system treated in this work, i.e. the
PIPER PA–30 aircraft, but to a wide class of nonlinear dynamic systems.

The authors also hope that this monograph will provide stimulus to both students and
researchers, since the field is still open to further development. Particularly, Section 7.2 outlines
possible areas of deeper investigation.

7.2 Future Work Suggestions

Model–based FDI has been studied for over 30 years, however it is still an open research domain
and many problems are waiting to be solved. The material presented in this book has inevitably
had to end before all the interesting topics for future fault diagnosis research could be fully
explored. In the following sections the authors describe some important topics for further
research.

7.2.1 Frequency Domain Residual Generation

As described through this monograph, there are many methods for eliminating or minimising
disturbance and modelling error effects on residuals and hence for achieving robustness in
fault diagnosis. However, these techniques were developed for ideal systems or with a special
uncertainty structure, and then efforts have been made to include non–ideal or more general
uncertainty.

In contrast, frequency domain design methods are designed to possess robustness properties.
In particular, H∞ optimisation has been developed from the very beginning with the under-
standing that no design goal of a system can be perfectly achieved without being compromised
by an optimisation in the presence of uncertainty, hence this technique is very suitable for
tackling uncertainty issues.

As bibliographical note, Patton et al. (Patton et al. 1986) first discussed the possibility
of using frequency domain information to design FDI algorithms. The design of a residual
generator in the frequency domain was firstly based on a frequency domain optimal observer
and then by using the factorisation of the transfer function matrix of the monitored system.
These methods were developed and later extended by Ding and Frank (Ding and Frank 1990).
Some important modifications in robust FDI design were made by Gertler (Gertler 1998) by
using the factorisation–based H∞ optimisation technique. The more elegant and advanced H∞
optimisation methods are based mainly on the use of the Algebraic Riccati Equations (ARE). In
particular, the robust FDI estimation problem was solved by using Riccati equation approach
through the use of H∞ and µ robust estimator synthesis methods (Chen and Patton 1999).
These approaches were further extended to time–variant and nonlinear systems.

The majority of studies discussed so far involve the use of a slightly modified H∞ filter for
residual generation. That is to say the design objective is to minimise the effect of disturbances
and modelling errors on the estimation error and subsequently on the residual. The residual has
to be remain sensitive to faults whilst the effect of disturbance has to be minimised. Hence, the
essential idea is to reach an acceptable compromise between disturbance robustness and fault
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sensitivity. Solutions for this optimisation problem were given and revised, in order to obtain
robust FDI technique (Chen and Patton 1999, Blanke et al. 2003, Isermann 2005, Ding 2008).

7.2.2 Adaptive Residual Generators

The system dynamics and parameters may vary or may be perturbed during the system oper-
ation. A fault diagnosis system designed for a system model corresponding to nominal system
operation may not perform well when applied to the system with perturbed conditions.

To overcome this problem a residual generator scheme using adaptive filters were proposed.
The idea is to estimate and compensate system parameter variations. Figure 7.1 illustrates the
basic principle of this approach. It can be applied to linear systems with parametric variations
if stability and convergence conditions are satisfied.

y(t)

y(t)^ r(t)

u(t)
System

Observer

Adaptive
parameter
estimator

B(t)

+
_

x(t)A(t)^ ^ ^

Figure 7.1: Residual generator with adaptive filter.

Adaptive residual generation schemes for both linear and nonlinear uncertain dynamic sys-
tems using adaptive observers were proposed in the literature (Patton et al. 1989).

Chen and Patton (Chen and Patton 1999) presented an alternative way to generate adaptive
symptoms using a method to estimate the bias term in the residuals due to modelling errors,
then compensate it adaptively. This technique decreases the effects of uncertainties on residuals.
The approach to estimate such a bias term in residuals rather than computing modelling errors
themselves avoids complicated estimation algorithms.

For all adaptive methods, the main problem to be tackled is that fault effects may be
compensated as well as modelling errors and parameter variations. This makes the detection for
incipient faults almost impossible whilst for abrupt faults this can be acceptable. To overcome
this problem, the effect of faults can be considered as a slow varying parameter which can be
estimated along with parameters. Under the assumption that parameters and faults varying
at different rates, two filters with different gains can be used. However, much research effort is
still needed in the theory and application of adaptive residual generation methods.

7.2.3 Fault Diagnosis and Control Integration

The conventional approach to the design of a fault–tolerant control includes different steps and
separate modules: modelling of the controlled system, design of the controller, FDI scheme, and
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a method for reconfiguring the control system. These stages can be performed separately or
using combined methods. Hence, the FDI and controller are linked through the reconfiguration
module. The fundamental problem with such a system lies in the independent design of the
control and FDI modules. Significant interactions occurring among these modules can be
neglected. There is therefore a need for a research study into the interactions among the
control design, the FDI stage, and the fault–tolerant control design strategy (Blanke et al.
2003, Isermann 2005), expecially for aircraft applications (Bonfè et al. 2009a, Bonfè et al.
2009b, Bertozzi et al. 2009b).

These issues represent the keypoint of fault–tolerant control, as modern technological sys-
tems rely on sophisticated control systems to meet increased performance and safety require-
ments. A conventional feedback control design for a complex system may result in an unsat-
isfactory performance, or even instability, in the event of malfunctions in actuators, sensors or
other system components. To overcome such weaknesses, new approaches to control system
design have been developed in order to tolerate component malfunctions, while maintaining de-
sirable stability and performance properties. This is particularly important for safety–critical
systems, such as aircraft and spacecraft applications. In such systems, the consequences of a
minor fault in a system component can be catastrophic. Therefore, the demand on reliability,
safety and fault tolerance is generally high.

It is necessary to design control systems which are capable of tolerating potential faults in
these systems in order to improve the reliability and availability while providing a desirable
performance. These types of control systems are often known as fault–tolerant control systems,
which possess the ability to accommodate component faults automatically.

They are capable of maintaining overall system stability and acceptable performance in
the event of such faults. In other words, a closed–loop control system which can tolerate
component malfunctions, while maintaining desirable performance and stability properties is
said to be a fault–tolerant control system. As shown in Figure Fig. 7.2, the fault–tolerant
control system design is based on a Fault Detection and Diagnosis (FDD) scheme. Thus, since
the fault identification is important, FDD is mainly used to highlight the requirement of fault
estimation.

Over the last three decades, the growing demand for safety, reliability, maintainability, and
survivability in technical systems has drawn significant research in fault diagnosis. Such efforts
have led to the development of many FDD techniques, see for example the survey works (Simani
et al. 2003, Mahmoud et al. 2003, Blanke et al. 2006, Isermann 2005, Witczak 2007, Zhang and
Jiang 2008).

In general, fault tolerant control methods are classified into two types, i.e. Passive Fault Tol-
erant Control Scheme (PFTCS) and Active Fault Tolerant Control Scheme (AFTCS) (Mahmoud
et al. 2003, Blanke et al. 2006, Zhang and Jiang 2008).

In PFTCS, controllers are fixed and are designed to be robust against a class of presumed
faults. This approach needs neither FDD schemes nor controller reconfiguration, but it has
limited fault–tolerant capabilities (Mahmoud et al. 2003, Zhang and Jiang 2008). In contrast
to PFTCS, AFTCS react to the system component failures actively by reconfiguring control
actions so that the stability and acceptable performance of the entire system can be maintained.
To design a successful AFTCS, it relies heavily on real–time FDD schemes to provide the most
up–to–date information about the true status of the system. Therefore, the main goal in a fault–
tolerant control system is to design a controller with a suitable structure to achieve stability
and satisfactory performance, not only when all control components are functioning normally,
but also in cases when there are faults in sensors, actuators, or other system components.

Regarding the AFTCS design, Zhang and Jiang (Zhang and Jiang 2008) argued that, in
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Figure 7.2: Schematic diagram for AFTCS with faults in actuator, plant components and
sensors.

AFTCS, good FDD is needed. They claim that, for the system to react properly to a fault,
timely and accurate detection and location of the fault is needed. The most researched area in
fault diagnosis is the residual generation approach using dynamic observers or filters. Plant–
model mismatches can cause false alarms or, even worse, missed faults. Robustness issues in
FDD are therefore very important (Chen and Patton 1999, Blanke et al. 2006, Isermann 2005,
Witczak 2007).

Very recent studies are focused on the development of AFTCS, that integrates a reliable
and robust fault diagnosis scheme with the design of a controller reconfiguration system. As an
example, the methodology is based on a FDD procedure relying on adaptive filters designed via
the nonlinear geometric approach, as shown in (Bonfè et al. 2009a, Bonfè et al. 2009b, Bertozzi
et al. 2009b). These works developed a controller reconfiguration scheme that exploits a further
control loop, depending on the on–line estimate of the fault signal. One of the advantages of
this strategy is that, for example, a structure of logic–based switching controller is not required.

The novelty of the AFTCS proposed in (Bonfè et al. 2009a, Bonfè et al. 2009b, Bertozzi
et al. 2009b) lies in the application of the actuator fault reconstruction signal to correct the
corrupted measured signals before they are used by the controller. These papers showed that
the AFTCS is able to handle faults without reconfiguring the overall structure of the controller.
The controller is relatively simple and it is shown to work across a wide flight envelope (Bonfè
et al. 2009a, Bertozzi et al. 2009b). Compared with different fault toleralt approaches, see e.g.
(Marcos et al. 2005b), the suggested AFTCS strategy can maintain performance with significant
actuator faults, since these signals are reconstructed by the FDD logic with good accuracy.

7.2.4 FDD for AFTCS

Fault identification is the most important of all the fault diagnosis tasks. When a fault is
estimated, detection and isolation can be easily achieved since the fault nature can improve
the diagnosis process. However, the fault identification problem itself has not gained enough
research attention.

Most fault diagnosis techniques, such as parameter identification, parity space and observer–
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based methods cannot be directly used to identify faults in sensors and actuators.

Very little research has been done to overcome the fault identification problem. The Kalman
filter for statistical testing and fault identification was proposed in (Patton et al. 1989). How-
ever, the statistical testing methods can impose a high computational demand.

Recently, a fault identification scheme solving a system inversion problem was proposed
(Simani et al. 1998, Simani et al. 1999, Simani and Patton 2002, Simani and Fantuzzi 2002). In
the scheme depicted in Figure 7.3 fault identification is performed by estimating the non–linear
relationship between residuals and fault magnitudes. This is possible because robust residuals
should only contain fault information.

System

f (t)s

Residual
generator

f (t)u f (t)y

u(t) y(t)

+++ +

Inputs Outputs

Fault
identification

f (t)s
^

, f (t)u f (t)y,
^^

Figure 7.3: Fault estimation scheme.

Such a non–linear function approximation and estimation can be performed by using neural
networks or an inversion of the transfer matrix between residuals and faults.

Another fault identification strategy is achieved via a nonlinear scheme, which provides the
fault detection, the isolation and the fault size estimation. This FDD method is based on the
NonLinear Geometric Approach (NLGA) developed by De Persis and Isidori (De Persis and
Isidori 2001) and described in Chapter 5. By means of this framework, a disturbance de–coupled
adaptive nonlinear filter providing fault identification is developed. It is worth observing that
the original NLGA FDD scheme based on residual signals cannot provide fault size estimation.
Both the NLGA Adaptive Filters (NLGA–AF) and the AFTCS strategy are applied to the
same system described in (Bonfè et al. 2006, Bonfè et al. 2007a, Benini et al. 2008a). The
FDD capabilities were tested in several flight conditions of the PA–30 aircraft simulator, in the
presence of actuator faults, turbulence, measurement noise, and modelling errors. The achieved
results in faulty conditions show the enhancement of the flying quality, the asymptotic fault
accommodation, and the control objective recovery (Bonfè et al. 2009a, Bertozzi et al. 2009b).
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7.2.5 Fault Tolerant Control Scheme

Regarding the AFTCS suggested in Section 7.2.3, a logic scheme of the integrated adaptive
fault tolerant approach is shown in Figure Fig. 7.4.

� ��
�

�
�

	



�


�

�
�

cssss

sss

s

udxbxaM

dxbM

CMMfMy

2

1

221
ˆ

�

y

ff �ˆ

u
r

+

+

u

_
+

f̂

u
c

f

+
Aircraft
dynamics

+

u
NGC

NGC

FDD module

Figure 7.4: AFTCS strategy logic diagram.

With reference to Figure Fig. 7.4, the following nomenclature and symbols are used:

ur, reference input (e.g. the reference trajectory);

u, actuated input;

uc, controlled input;

NGC, Navigation and Guidance Control system;

uGNC , feedback signal from the GNC system;

y, controlled output (e.g. the aircraft trajectory);

f , actuator fault;

f̂ , estimated actuator fault.

Therefore, the logic scheme depicted in Figure Fig. 7.4 shows how the AFTCS strategy
has been implemented by integrating the FDD module with the existing GNC system. From
the controlled input and output signals, the FDD module provides the correct estimation f̂ of
the f actuator fault, which is injected to the control loop, for compensating the effect of the
actuator fault. After this correction, the current NGC module provides the exact tracking of
the reference signal ur. The simulation results will show that the feedback of the estimated
fault f̂ improves the identification of the fault signal f itself, by reducing also the estimation
error and possible bias due to the model–system mismatch.
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Preliminary results presented in the works by some of the same authors (Bonfè et al. 2009a,
Bertozzi et al. 2009b) stated the achieved performance of this integrated FDD and AFTCS
strategy. However, the enhancement of the flying quality, the asymptotic fault accommodation,
and the control objective recovery, that in this paper are assessed in simulation, will require
further studies and investigations.

Finally, these last sections suggested the possible development of a novel active fault toler-
ant control scheme. The methodology was based on a fault detection, and diagnosis procedure
relying on adaptive filters designed via the nonlinear geometric approach. The controller re-
configuration exploited a further control loop, depending on the on–line estimate of the fault
signal. One of the advantages of this strategy is that, for example, a structure of logic–based
switching controller is not required. The adaptive fault tolerant control scheme was therefore
applied to a PA–30 aircraft simulator in several flight conditions, in the presence of actuator
faults, turbulence, measurement noise, and modelling errors.

7.3 Conclusion

This monograph provided some theoretical and mainly application study results for the detec-
tion, and diagnosis of faults in the actuators and sensors of an aircraft system, through the use
of different FDD schemes.

Residual generators were designed from the linear and nonlinear input–output descriptions
of the system under diagnosis, and the disturbance de–coupling was obtained. Procedures for
optimising the residual generator fault sensitivity and dynamic response were also presented.

An important aspect of the strategies based on linear residual generators is the simplicity
of the technique used to generate these residuals when compared with different schemes. The
algorithmic simplicity is a very important aspect when considering the need for verification and
validation of a demonstrable scheme for air–worthiness certification. The more complex the
computations required to implement the scheme, the higher the cost and complexity in terms
of air-worthiness certification.

On the other hand, nonlinear methodologies rely on a design scheme based on the structural
decoupling of the disturbance obtained by means of a coordinate transformation in the state
space and in the output space. To apply the nonlinear theory, a simplified model of the system
under investigation can be required. The mixed H−/H∞ optimisation of the tradeoff between
fault sensitivity, disturbances and modelling errors is now well understood in the theoretical
work and is a promising area for application study.

The nonlinear fault diagnosis strategies were based also on adaptive filters scheme. In
addition to a proper detection and isolation, these methods provided also a fault size estimation.
This feature is not usual for a fault detection and isolation method and can be very useful during
an on–line automatic flight control system reconfiguration, in order to recover a faulty operating
condition. Compared with similar methods proposed in the literature, the nonlinear adaptive
fault diagnosis techinque described here has the advantage of being applicable to more general
classes of nonlinear systems and less sensitive to measurement noise, since it does not use
input/output signal derivatives.

Suitable filtering algorithms for stochastic systems were also analysed and proposed. The
knowledge regarding the noise process acting on the system under diagnosis can be exploited
by the fault diagnosis method design, hence the proposed scheme provides a possible solution
to nonlinear system diangosis with non–Gaussian noise and disturbance.

The main advantage of nonlinear–based FDD techniques with disturbance de–coupling fea-
tures is represented by the fact that they take into account directly the model nonlinearity and
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the system reality–model mismatch.
The fault diagnosis techniques that have been outlined in this monograph have tested by

considering a high fidelity simulator, which is able to take into account disturbances and mea-
surement errors acting on the system under investigation. Moreover, the robustness character-
istics and the achievable performances of the fault diagnosis approaches described have been
carefully considered and investigated.

The effectiveness of the proposed diagnosis schemes was shown by simulations and a compar-
ison with widely used data–driven and model–based FDI scheme with disturbance decoupling.
The reliability and the robustness properties of the designed residual generators to model uncer-
tainty, disturbances and measurements noise were analysed via extensive simulations, including
the use of Monte–Carlo simulation experiments to tune the FDD parameters.

Finally, the need to bridge the design gap between FDD and recovery mechanisms, i.e. the
Fault Tolerant Control schemes is obvious. Fault diagnosis and fault tolerant control strategies
can be combined as shown in this chapter, and e.g. in related works (Patton 1997, Chen et
al. 1999, Blanke et al. 2000, Cieslak et al. 2006, Cieslak et al. 2007a, Cieslak et al. 2007b, Cieslak
et al. 2007c, Blanke et al. 2008, Bonfè et al. 2009a, Bertozzi et al. 2009a, Bonfè et al. 2009b,
Patton et al. 2009a).
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Bonfè, M., P. Castaldi, W. Geri and S. Simani (2007b). Nonlinear Actuator Fault Detec-
tion and Isolation for a General Aviation Aircraft. Space Technology – Space Engineering,
Telecommunication, Systems Engineering and Control 27(2–3), 107–113. Special Issue on
Automatic Control in Aerospace.
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